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Abstract. As part of the process to support decision making in population problems, with the aim of promoting the selection of projects with funding support for the sector of the economically inactive population, in this paper a custom multi-objective method was applied to produce a set of efficient solutions that correspond to the selection of the best grouping of geographical zones to attend those population sectors without economic activity. Each answer is a partition of geographic zones that meet geometric compactness and homogeneity in terms of the population descriptors of the economically inactive population.

This work presents the basic theoretical aspects of the multi-objective methodology and an outline of a mechanism to analyze their relevance to support the selection of economic projects in the case of the Metropolitan Zone of the Toluca Valley (ZMVT), considering census socioeconomic data for AGEBs (Basic Geostatistical Areas).
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1 Introduction

The National Institute of Statistics and Geography, INEGI is a self-governing agency of the Mexican government in charge of performing the population census each ten years. The data from the census is useful in the decision-making process to solve diverse problems of structuring, planning and organizing population. However, those problems are constrained by current policies, available resources and approved social development planning from the government. Ordinarily, the problems involving population data are directly related to territorial-type problem, whose main principle is the analysis of small and strategic groupings according to restrictions that describe the population. Such groupings expedite the job of decision makers by having a number of adequate groups defined. Furthermore, the information contained in the groupings assists the analysis of variability and to relate and locate the data.

The grouping of AGEBs was created applying a Pareto Front [9]. The groups are compact and homogeneous and are well characterized according to census indicators of the economically inactive population. If a project is approved to propose an assistance program for the economically inactive population, the decision maker has diverse options for grouping and partitioning that segment of the population with the purpose of being able to analyze and to propose solution arrangements according to the available resources. The resulting groupings observed in this research have been the product of applying a multi-objective method that was used in previous cases [2].

The problems known as multi-objective are those that deal with the existence of multiple, conflicting criteria. This implies the existence of different solutions for the problem, where a decision must be made based on a series of opposing criteria. The decision making process for solving the problem must create a set of feasible points, i.e., the corresponding set determines the restrictions of the problem by associating a degree of desirability to each alternative, criterion or objective. These possible solutions are those that satisfy the restrictions and preferences, which are executed over the proposed objectives.

The method proposed to obtain the solution set is based on basic principles of order theory, the properties of partial order and non-comparable orders, with the aim of obtaining a set of efficient and optimal solutions that form the Pareto Front. The solutions are interpreted as territorial groups (partitions) characterized as: geometrically compact and homogeneous population-wise. The geographic objects that conform the groups are AGEBs from the INEGI 2000 [8]; population and household census, where the census data for the ZMVT was taken as a source for this paper.
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The present work is organized as follows: section 1 contains the introduction to the research, in section 2 the relevant aspects of the multi-objective theory are discussed, section 3 describes the proposed multi-objective methodology, section 4 presents a solution using the proposed multi-objective method to the socio-economic problem of the ZMVT and lastly, section 5 contains the conclusions.

2 Multi-objective programming and Pareto Order

A multi-objective programming problem matches the following formulation

\[
\text{OPT} \left( f_1(x), f_2(x), \ldots, f_p(x) \right) \text{ subject to } x \in X
\]

where \( x = (x_1, \ldots, x_n) \) are decision variables, \( X \) is the set of solutions, \( f_i \) are each one of the objectives and \( f = (f_1, f_2, \ldots, f_p) \) is the vector function with \( Y = f(X) \) being the objective space or image space.

To perform comparisons between vectors the following orders were used, where the relation was established noting the value that the objectives take \( x' \) at such points.

1*) Pareto Order: Where a point \( x \) is preferred to one \( x' \) if it is verified that

\[
f_i(x) \geq f_i(x') \forall i = 1, \ldots, p
\]

with at least one \( j \) such that

\[
f_j(x) > f_j(x')
\]

2*) Weak Pareto Order: Where a point \( x \) is preferred to one \( x' \) if it is verified that:

\[
f_i(x) > f_i(x') \forall i = 1, \ldots, p
\]

The Pareto order and the weak Pareto order are partial orders that ascertain that one combination will be preferred to another in the first case whenever it improves all objectives, improving one of them in strict form while in the second case, called weak, whenever all objectives are strictly improved [4].

In general, there will not exist a single combination that satisfies all objectives at the same time. In this way the first concept that is dropped is the optimum as understood in the traditional mono-objective programming, and the solutions sought for the problem will be the so-called efficient solutions. The generalization of an optimum gives place to the concept of efficiency, which can be defined for maximization, using the Pareto ordering of the following two forms [4].

Definition 1. A point \( x^* \) is efficient if it does not exist \( x \) such that \( x \) is preferred to \( x^* \). If the Pareto order is used, \( x^* \) is efficient if it does not exist \( x \) such that

\[
f_j(x) \geq f_j(x^*) \forall i = 1, \ldots, p
\]

with at least one \( j \) such that

\[
f_j(x) > f_j(x^*)
\]

Definition 1.1 A point \( x^* \) is not efficient if there exists \( x \) such that \( x \) is preferred to \( x^* \). That is, \( x^* \) is not efficient if there exists \( x \) such that

\[
f_i(x) \geq f_i(x^*) \forall i = 1, \ldots, p
\]

To find non-dominated and non-comparable solutions a variant of the Pareto order has been proposed and is described in section 4.

2.1 Problem description

The goal of this research is to obtain a partition of AGEB spatial data which composition is given by two components: geographical coordinates in the \( \mathbb{R}^2 \) plane and a vector of descriptive characteristics from the census. The first component provides a distance matrix as input to the process of computing the geometric compactness (one of the objective functions to minimize). The description vector is used to optimize the second objective function, which is the homogeneity of one of the census variables of particular interest. The variable selection will be performed over the data that corresponds to the economically inactive population [2].

According to the INEGI, the economically inactive (or non-active) population (PEI) includes people of 12 years of age or more that in the reference week did not participate in economic activities, nor was part of the unemployed population. PEI is classified as:

- Available and economically inactive population. People of 12 years of age or more that did not work nor had a job and were not actively looking for one, due to disenchantment or because they think that no job will be given to them due to their age or lack of studies, among other causes. However, they are willing to accept a job offered to them although they are not actively looking for one.
Not available and economically inactive population. People of 12 years of age or more that did not work nor had a job, are not actively looking for one, and would not be willing to accept one if it was offered to them. That its, people not available to enter the job market because they stay at home or are students, retired, pensioned, physically unable to work, or belong to other inactive groups such as those voluntarily idle or with addiction problems.

Assuming there exist an assistance program for this sector of the population, groupings of zones of economically inactive population are required to analyze and thus propose specific assistance for each grouping. The partition sought is a set of classes where the elements of each class are geographically close and the AGEBs (or groups) involved are characterized by variables of non-economic activities and furthermore are balanced by the census variable “Economically inactive population”.

The problem is clearly bi-objective of geographical partitioning. Given the complexity of the problem, it is necessary to use heuristic methods to achieve approximated solutions and the implementation of multi-objective tools to find a set of non-dominated solution pairs. The variable neighborhood search (VNS) was chosen to find efficient solutions to both objective functions [6].

3. Quantization and representation

There exists a physical search space for geographical grouping. The AGEBs geographical units are finite, that is, each element is represented by its spatial location and by an array of descriptive variables. The problem is discrete, combinatorial and binary-integer and the groupings are performed under the properties of partitioning.

To achieve compactness, the grouping is solved in such a way that the AGEBs composing a group are geographically close, using as the objective function to minimize the sum of distance between AGEBs. On the homogeneity side, the optimization is carried out searching for equilibrium among a census variable of interest. Once the minimizing distance grouping has been done, the homogeneity of each group is calculated, given that in multi-objective problems the function to optimize has the same dominion for all objectives. In this way the compactness and homogeneity are optimized over the same partition. Next, the best alternative with respect to the m objectives is chosen. Mathematically, there exists a set X that is a subset of the R^n space such that f_i: X → R, i=1,…,m, where m is the number of objectives [12].

3.1 Model

Let AGEB be a spatial datum defined by its components in space and a description of census variables given by a vector. In the following definitions: M = territory map, T = territory, DT= census data, MS = dissimilitude matrix, UDB = basic geographic unit (AGEB), GT = territory group, m = GT number, n = UGB number with m<<n, i = territory group index, j = basic geographic unit index, Ci = centroid of the ith territory group.

The model in question is mixed integer and uses the binary variables for models of this kind. The proposed formulation for the selection of the census variables and its boundaries is as follows:

\[ VA_{ij} = \text{the value of the k-th attribute contained in the j-th UGB} \]
\[ \alpha_k, \beta_k \text{ tolerance parameters for } VA_k \text{ in any UGB} \]
\[ X_{ij} = \frac{1}{m} \sum_{k=1}^{n} VA_{ik} X_{ik} \text{ is the value for the k-th GT} \]
\[ VA = i / m \sum_{k=1}^{n} VA_k \text{ if the goal value for the k-th attribute in any UGB} \]
\[ d_{ij} = d(C_i, UGB)X_{ij} \text{ is the distance from the j-th UGB in the i-th GT to its centroid} \]

Thus the computation of the distance between AGEBs can be expressed as:

a) \[ D_{ij} = \sum_{j=1}^{n} d(C_i, UGB)X_{ij} \]

And the value of homogeneity for variables is expressed as
b) \[ H_{\text{AGEB-variable}} = \sum_{k=1}^{m} (\bar{V}_{A_k} - V_{A_k}) \]

Considering the preceding, a proposal for the model is:

c) Minimize \( y = f(x) = (f_1, f_2) \)

where

\( f_1 \): is the cost of minimizing the distance between AGEBs according to equation a) which must be formulated as a function, and

\( f_2 \): is the cost of minimizing the homogeneousness of an AGEB census variable. This function must be expressed from equation b.

The formulation of functions a) and b) will be presented later.

The functions \( f_1 \) and \( f_2 \) presented in c) are subject to:

\[ \forall i = 1, \ldots, k \text{(the groups are non empty)} \]

\[ \forall i \neq j \text{ for } i \neq j \text{ (there are not repeated AGEBs in different groups)} \]

\[ \bigcup_{i=1}^{k} G_T_i = UGB \text{ (the union of all groups contain all AGEBs)} \]

\[ \alpha_k \leq VA \leq \beta_k \text{ (bounds for the variables)} \]

\[ \sum_{i=1}^{k} x_{ij} = 1 \text{ is the AGEBs assignment} \]

\( x_{ij} = 1 \) if UGB \( \in G_T_i \) or \( x_{ij} = 0 \) if UGB \( \notin G_T_i \) are the decision variables

\( y = (y_1, y_2) \in Y \subset \mathbb{R}^2 \) is the objective vector.

Given that a) and b) are the implicit equations on the objective functions, the goal now is to present both as functions to be optimized during the partitioning process. The optimization heuristic being variable neighborhood search (VNS), it is convenient to briefly describe its role in the method being developed. The VNS heuristic finds a random initial solution (current solution).

This solution is a partition where compactness and homogeneousness have been minimized producing a pair \( (c_i, h_i) \). The next solution is generated \( (c_{i+1}, h_{i+1}) \) and compared with the previous one according to the Pareto non-comparable order. If this solution \( (c_{i+1}, h_{i+1}) \) is non-comparable with respect to \( (c_i, h_i) \) it is labeled as a “suboptimal” solution and takes the place of the current solution to be compared with the next. This process is repeated until the parameters of VNS allow it, thus obtaining the set of non-dominated solutions that form the Pareto Front [2].

The non-comparable Pareto order draws from the Pareto order to generate non-comparable and non-dominated solutions [2, 9]. That is, a Pareto order implies:

Given a solution \( (a, b) \) the next solution \( (a', b') \) is accepted if and only if

\( (a' > a \land b' = b) \lor (b' > b \land a' = a) \lor (a' > a \land b' > b) \lor (a' = a \land b' = b) \)

When the comparison of the pair of solutions is performed through an expression, only one point from the Pareto frontier is reached.

The negation of expression (1) enables the production of approximations to the Pareto frontier by several chains. However, it is also necessary to iteratively examine whether the non-comparable solutions satisfy the Pareto dominancy. Lastly, the solution set thus obtained is a set of non-dominated and non-comparable solutions (Pareto frontier). A pair of solutions is not comparable in a determined partial order if it does not fulfill the trichotomy property, which in this case means that two pairs \( (a, b) \) and \( (a', b') \) are Pareto non-comparable if

\[ \neg((a, b) < (a', b')) \land \neg((a', b') < (a, b)) \], this is

\( (a > a' \lor b > b') \land (a' > a \lor b' > b) \)

Under this strict partial order called Pareto non-comparable, conveniently combined with the Pareto order, a set of non-dominated solutions is obtained.

To ensure that the solutions thus obtained are form a Pareto Front, the application Nodom has been used, which finds minimal solutions from a given set of solution pairs (Nodom 2007) [11]. This way the generated solutions generated by the method...
presented are compared against those found by Nodom. Note that the minimal are a set of non-comparable and non-dominated points in a Hasse diagram.

These could be presented in tabular or graph form, with appropriate statistical evaluation, discussion of results, statement of conclusions drawn from the work.

4 Application of a multi-objective method to a socio-economic problem

There are several aspects to be considered when a project proposal is made regarding economical and social aspects of the population, some of them are: organizational structure, project plan, budget evaluation, among others. This type of problems requires groupings of zones that meet the problem restrictions. The chief point to focus on is to offer a set of groups of economically inactive population that reflects different scenarios. These groups are composed of spatial objects known as AGEBs. A vector of variables that originate from census variables constitutes each AGEB.

An important decision to make is whether the assignment of resources to a sector of the vulnerable population is viable. The economically inactive population has been selected as a case study. Assuming that there exist a government program to sponsor assistance programs for this sector of the population, a set of intelligent groupings is required to expose the distribution of the population in terms of the following census variables, which naturally are strongly correlated [2].

- Population 12 years or older economically inactive whom are students
- Unemployed population
- Population 12 years or older economically inactive and dedicated to housework
- Economically inactive population

4.1 Application description

The model exposed so far has been applied to a socio-economic problem, where it was assumed that it requires 8 compact groups where AGEBs are located very near each other in order to expedite travel. The groups must also be integrated by the four economically inactive population variables. Homogeneity is maintained in this regard.

The Pareto Fronts for six tests of eight groups each is shown next. The values for VNS are 15 for local search and 2 for neighborhood structure. The value of homogeneity was maintained stable for the six tests and the response time oscillated between 311 and 315 seconds. For all tests the solutions generated by the proposed method are shown in blue while the ones generated by Nodom are identified in red. In each figure it can be clearly seen an intersection between both methods, which ensures that the method proposed in this paper generates all the non-dominated solutions and several additional ones, which in turn implies a revision to the method exposed here in order to detect the reason for its presence in the Pareto Front. However, the additional solutions are very near to the Pareto Front, which may favor the selection of alternatives when taking multi-criteria decisions.

In each graph the x-axis represents the compactness against the homogeneity on the y-axis. If the decision makers are interested in sacrificing the compactness or homogeneity they should choose the solution among the points shown. The values in each table associated with the graph are the costs of the minimum value for both objectives. The decision makers may not be interested in these values since they only exhibit the cost corresponding to the mathematical computation of the objective function. However, if it desired to have an inflection point for compactness or homogeneity then for interpretation purposes it is pertinent to have a map that describes the solution (this map can be seen together with the graph or the Pareto Front). The map is a diagram obtained by a MapX interface (MapX 1982 [11]) and [14]. On the other hand, if a more detailed work is required, it is necessary to “move” the diagram to a Geographic Information System (GIS) to work over a layer of census population and know in detail the distribution of information, which is a topic for future research.

Each Pareto Front designates a set of non-dominated, non-comparable solutions; for each one the initial solution (IS) was random.

For test 1, the IS was 2554725 in compactness and 290759 in homogeneity. In tests 2 to 6 the values for the IS in compactness and homogeneity were respectively: 2:(2308354, 225704); 3:(2557228, 170824); 4:(2770870, 10412); 5:(2777916, 286505), and 6:(2738487, 150301).
4.2 Pareto Fronts (PF) for six tests over four variables about economic inactivity and geographic compactness for AGEBs

**Test 1 (T1)**

<table>
<thead>
<tr>
<th>compactness</th>
<th>homogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2201586</td>
<td>171330</td>
</tr>
<tr>
<td>2383132</td>
<td>150992</td>
</tr>
<tr>
<td>2090895</td>
<td>266770</td>
</tr>
<tr>
<td>2278380</td>
<td>173204.5</td>
</tr>
<tr>
<td>2126642</td>
<td>213928.5</td>
</tr>
<tr>
<td>2528561</td>
<td>112620</td>
</tr>
<tr>
<td>1826806</td>
<td>327043</td>
</tr>
<tr>
<td>2225974</td>
<td>169870.5</td>
</tr>
<tr>
<td>2193505</td>
<td>155127</td>
</tr>
<tr>
<td>2141082</td>
<td>227650.5</td>
</tr>
<tr>
<td>1972880</td>
<td>224382.5</td>
</tr>
</tbody>
</table>

**Test 2 (T2)**

<table>
<thead>
<tr>
<th>compactness</th>
<th>homogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2478504</td>
<td>95432</td>
</tr>
<tr>
<td>2175403</td>
<td>146120</td>
</tr>
<tr>
<td>2016134</td>
<td>156139</td>
</tr>
<tr>
<td>2002053</td>
<td>250353</td>
</tr>
<tr>
<td>2169142</td>
<td>155797</td>
</tr>
<tr>
<td>2629265</td>
<td>80696</td>
</tr>
<tr>
<td>2144708</td>
<td>167558</td>
</tr>
<tr>
<td>2183735</td>
<td>131310</td>
</tr>
<tr>
<td>2337024</td>
<td>70078</td>
</tr>
<tr>
<td>2115412</td>
<td>182776</td>
</tr>
<tr>
<td>2311345</td>
<td>120129</td>
</tr>
</tbody>
</table>
Test 3 (T3)

Graph 3. PF for T3

![Graph 3. PF for T3](image1)

Fig. 3. Map associated to the PF for T3

Table 3. 8 Solutions

<table>
<thead>
<tr>
<th>compactness</th>
<th>homogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2290551</td>
<td>107211</td>
</tr>
<tr>
<td>2337873</td>
<td>72143</td>
</tr>
<tr>
<td>2203225</td>
<td>153745</td>
</tr>
<tr>
<td>2291454</td>
<td>124653</td>
</tr>
<tr>
<td>2177142</td>
<td>188700</td>
</tr>
<tr>
<td>2095605</td>
<td>135723</td>
</tr>
<tr>
<td>1951097</td>
<td>247358</td>
</tr>
<tr>
<td>2031878</td>
<td>218777</td>
</tr>
</tbody>
</table>

Test 4 (T4)

Graph 4. PF for T4

![Graph 4. PF for T4](image2)

Fig. 4. Map associated to the PF for T4

Table 4. 11 Solutions

<table>
<thead>
<tr>
<th>compactness</th>
<th>homogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2130871</td>
<td>117075</td>
</tr>
<tr>
<td>2078086</td>
<td>209036</td>
</tr>
<tr>
<td>2076279</td>
<td>240148</td>
</tr>
<tr>
<td>2518534</td>
<td>100088</td>
</tr>
<tr>
<td>2089252</td>
<td>168654</td>
</tr>
<tr>
<td>2228036</td>
<td>95155</td>
</tr>
<tr>
<td>2706083</td>
<td>83106</td>
</tr>
<tr>
<td>2123688</td>
<td>145806</td>
</tr>
<tr>
<td>2082765</td>
<td>189411</td>
</tr>
<tr>
<td>2173516</td>
<td>81880</td>
</tr>
<tr>
<td>2116561</td>
<td>155758</td>
</tr>
</tbody>
</table>
Test 6 (T6):

Graph 6. PF for T6

Fig. 6. Map associated to the PF for T6

Table 6. 11 Solutions

<table>
<thead>
<tr>
<th>compactness</th>
<th>homogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018144</td>
<td>156066</td>
</tr>
<tr>
<td>2422432</td>
<td>125965</td>
</tr>
<tr>
<td>2095144</td>
<td>126709</td>
</tr>
<tr>
<td>2259491</td>
<td>131332</td>
</tr>
<tr>
<td>2179832</td>
<td>183214</td>
</tr>
<tr>
<td>2371782</td>
<td>111986</td>
</tr>
<tr>
<td>2208783</td>
<td>134218</td>
</tr>
<tr>
<td>2260711</td>
<td>99255</td>
</tr>
<tr>
<td>2377838</td>
<td>82245</td>
</tr>
<tr>
<td>1989526</td>
<td>241205</td>
</tr>
</tbody>
</table>
4 Conclusions

A multi-objective method based on non-comparable orders to a population related problem regarding economically inactive population. The obtained solutions are groupings composed by variables that describe the problem and also solve the conflict between compactness and homogeneousness. Each point in the graphs that reflect the Pareto Front is understood as a grouping and the decision makers should select a solution of their preference according to the problem. It is clear that both the decision maker and the problem modeler must deal together to reach the final solution.

Each point located in the Pareto Fronts of graphs 1 to 6 represents a solution that has a specific value of geometric compactness and homogeneousness. The values located in the Pareto Front are optimal in a broad sense, that is, they represent a compromise value between both objectives. The decision makers must choose any one of them according to their preferences between homogeneousness and compactness (more of one variable or less of the other). Each one of the points is a solution that corresponds to a zonification map or geographical groping, as shown in figures 1 to 6. Any of the grouping solutions obtained are optimal points, that is, for this associated values of homogeneousness and compactness a better solution does not exist.

A good zonification is the basis of application for any project or study that is performed with census data. The decision maker and the problem modeler must work together to find solutions that allow them to reach their objectives on a stable basis. The proposed methodology in this paper aims to provide that basis through a good zonification that follows reliable partitions of AGEBs.

A future work related to this research is to explore the solution chosen by the decision maker with a GIS. Another possible future work involves the analysis of density intra and extra-group obtained using alternate measurements of group validity such as: the Dunn index family, the Davies-Bouldin index, the expected density measurement, the lambda measurement, and others [7]. An analysis of the obtained groups density would allow the finding of the partition of geographical zones that best fulfills the geometric compactness and homogeneousness regarding the population descriptors about economically inactive population.
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