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Abstract

In this paper we propose a flexible model for interactions among objects. The model allows multiple classes of objects to interact through the same event. A dynamic number of objects from each class can participate in an interaction. Communication in our model is multiple-way.

Concrete parameters of an event are obtained by constraints being imposed locally on each object that participates in the event. Besides being versatile, the proposed interaction model allows the establishment of different levels of aggregation or fragmentation, according to the intermediate states one might want to observe.

This leads to a useful mechanism for the decomposition of systems into subsystems, which facilitates the maintenance of global constraints.
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1 Introduction

Software Engineering has embraced object orientation as one of the archetypes with the most potential for future development. Object orientation has been applied successfully in all stages of software development, from analysis to implementation, allowing soft transitions among the stages.

In recent years, a number of object oriented programming languages (OOPL) have been devised, such as C++, Eiffel and Java. Moreover, various object oriented specification languages (OOSL) have also been developed, such as Object-Z (Carrington et al., 1990), OASIS (Pastor et al., 1992), and TROLL (Hartmann et al., 1994) among others. In both, the objects which are grouped in classes are stars. However the way the objects communicate with each other is different between the two types of languages.

- In OOPL, objects interact through what are termed methods, which allow the states of the objects to be consulted and modified. Methods are also used to create and destroy objects.
- In OOSL, the interactions are usually based on events which are considered an abstraction of methods. Events also allow communication of parameters among the various objects involved.

Communication through events is not exclusive to OOSL. It is also used in process oriented specification languages such as CSP (Hoare, 1985), CCS (Milner, 1989), and LOTOS (ISO, 1989), which are used in specification of distributed systems.

Another factor involved is the number of objects that participate when communication occurs. Usually, communication is 1:1, following the client/server approach, with one-way transfer of parameters.
In this paper, we present an alternative from the point of view of object oriented specification, proposing a two-way form of communication (n-way in general) among objects by means of interactions at event level. This approach is not new, appearing in the literature in different forms; rendezvous multiple-way in SR (Andrews, 1991), n-ary rendezvous in LOTOS, relationships in TROLL (Jungclaus et al., 1993), and multiparty synchronous interactions in IP (Francez and Forman, 1996) among others.

Interactions in all the above languages are based on a number of parts (processes); this number being fixed and well-known at the time of specification. The approach we propose fixes the classes (which can be more than two) which interact in an event. In contrast to the number of processes, the number of objects in each participating class can be dynamic, and may even be unknown at specification time.

This provides an extremely flexible model, with synchronous interactions among multiple objects, which negotiate the communication of multiple values. The interconnections between classes are described by what are called interaction constraints. As we will show in this paper, interaction constraints also facilitate the maintenance of global constraints (constraints imposed at system level).

We have also defined a specification language based on our model, called TESORO (Torres, 1997, Troyano, 1998). This work is part of the result of a research project in which five Spanish universities are collaborating. The objective of the project is to obtain new tools and methodologies that will facilitate the development of quality software, i.e. software which is correct, maintainable and reusable.

The paper is organized as follows. In the next section we analyze how synchronization can be the basis for the decomposition of a system, imposing local constraints that help to set the constraints of a full system. In Section 3, we analyze the power of our interaction operator compared to other operators.

In Section 4 we describe how the interaction constraints are specified in our model. In Section 5 the semantics of interaction constraints are defined, in order to specify global behavior of a system. In Section 6 we consider the practical implications of the proposed interaction model. In the final section we discuss our conclusions.

2 Local Constraints vs. Global Constraints

We can see a system as a set of objects interacting with each other concurrently. When the system is relatively complex, use of the object approach can be crucial, as it allows mechanisms such as inheritance, association and aggregation to be used (permitting a system to be defined at several levels of abstraction).

Each object has a local state, on which we can impose local constraints. The behavior of an object is determined by the events in which it participates. This behavior can be of two kinds:

1. external; formed by events through which the object interacts with other objects

2. internal; formed by events in which the object does not interact with other objects. These events will be unnoticed by the rest of the system.

It is thus easier to study each object individually, but in large systems this can lead us to miss the overall picture. This, in addition to the increase in complexity of the interactions among objects as the size of the system increases, can make it difficult to understand the full system.

2.1 A Simpler Way to Study the System

The study of a full system can be made easier if the interactions between objects are made to be synchronous, taking as a basis the externally observable behavior of a set of objects and hiding their internal behavior.

The externally observable behavior is described by a set of events; the events that the set of objects use to interact with their environment. This process is also simplified if some of the objects encapsulate in a single object (a compound or aggregate object), forming several levels of abstraction. Interactions among objects are carried out by means of synchronization of the common events.

This process can be repeated for each subsystem of the system. In these subsystems we will make visible only the externally observable behavior, hiding the interactions which do not impact on the environment among the subsystem components.

This approach simplifies the system to a single object. The object has a state equivalent to the global state of the system. Local constraints on the objects of the system will give us global constraints on the global state. Thus we have removed all irrelevant aspects, at system level, from the object representing the system.

We can approach this process from the other direction, by decomposing a system into several subsystems, and these in turn into further subsystems, and so on until the desired level of abstraction is reached. If the modification of the object's state is carried out individually when it participates in an event, then synchronous interactions can also be used to model transactions.
In this approach, each object involved in an interaction changes its state individually. This is considered a change of the state of the system at the individual level.

The two processes, composition and decomposition, are shown in Figure 1.

We can establish the following relationship between the imposition of global or local constraints on objects that interact synchronously:

\[ S_t + C_t + I_s = S_g + C_g \]

where

- \( S_t \) denotes local states of objects,
- \( C_t \) denotes constraints that are established on local states of objects,
- \( I_s \) indicates interactions by means of synchronous events among the objects composing a system,
- \( S_g \) indicates that a set of objects is considered as a system (aggregate object) with a global state,
- \( C_g \) represents constraints on the global state of the system.

This relationship is symbolic, and its only purpose is to show the approach that we follow in our work.

### 2.2 Synchronous or Asynchronous Interactions?

As mentioned above, the decomposition process for systems interacting synchronously is given by the participation of objects in an event.

We prefer the synchronous model for interactions between objects, to the asynchronous model, for the following additional reasons:

- Synchronism is a more basic communication method, which can be used to implement other communication models (Hoare, 1985; Milner, 1989).
- The execution of a synchronous communication event immediately provides the participating objects with the information that communication has taken place. This facilitates the specifications for the detection of deadlocks. In contrast, in the asynchronous model, it is necessary to program such information explicitly. (Manna and Pnueli, 1992).
- In the asynchronous model we usually need to distinguish between a source object and a receiver object. In the synchronous model it is not usually necessary to make this distinction.
- In the synchronous model, communication is easier among several objects, while the asynchronous model is more focused on one-to-one communication (Denker and Küster-Filipe, 1996).

### 3 Interactions Among Objects

To implement the idea presented in the previous section, we present a new operator for interactions among objects, which is very flexible and has great descriptive power.

#### 3.1 Other Interaction Operators

The bibliography gives references for various definitions of operators which allow the concurrent behavior of a system to be defined. Some of the most widely used operators have been defined for the algebra of processes (Hoare, 1985; ISO, 1989; Milner, 1989). For example, LOTOS, a language quite rich in this sense, has three operators to express the parallelism of processes. Their behavior is described by means of behavior expressions:

1. **Pure interleaved**: \( A \parallel |\parallel B \)

   If \( A \) and \( B \) are two processes, then \( A \parallel |\parallel B \) denotes their independent composition. In other words, the two processes do not synchronize in any event.

2. **Full synchronization**: \( A \parallel |\parallel B \) If \( A \) and \( B \) are two interdependent processes, then \( A \parallel |\parallel B \) is a new process that represents a parallel composition in which \( A \) and \( B \) must synchronize in all their events. This is a full synchronization operation, both at process level (not only \( A \) and \( B \) but all their subprocess participate) and at event level (they have to synchronize in all events). Since an entire subsystem has to evolve at the same time, if any part cannot evolve, it blocks the rest of the subsystem.

3. **Explicit synchronization**: \( A_1|\parallel B \) If \( A \) and \( B \) are two processes, then the expression
$A[[g_1,\ldots,g_n]]B$ represents a new process in which $A$ and $B$ must synchronize in each event occurring through the gates (communication channels) $g_1,\ldots,g_n$. We then have full synchronization at process level and partial synchronization at event level (since the processes do not have to synchronize in all events). This operator allows a more flexible interaction among processes than full synchronization, however the entire subsystem has to evolve at the same time.

These operators allow several processes (or classes) to interact in a single event. Either an entire class, or only a single object of the class may participate. There are, however, situations in which a dynamic set of objects must interact individually, usually when the objects are chosen as a function of their states. Some examples might include:

- The coach of a team summons all his uninjured players.
- A bank cancels all the accounts of one particular customer.
- A professor calls all those of his students who failed.
- A company has three cars to award to its best employees.

Specifying situations such as these with the above operators may require specifications at a lower level, which can be complex and difficult to understand. Even worse, these specifications can readily lead to certain problems, such as deadlocks.

### 3.2 An Example: The Dining Philosophers Problem

Throughout the remainder of the paper we will illustrate the ideas presented in the previous section with the "dining philosophers problem", a typical problem in concurrent programming (originally introduced by Dijkstra, 1971).

To specify this problem, we define the classes $\text{Philosopher}$ and $\text{Fork}$. Objects of the $\text{Philosopher}$ class will have a cyclical behavior that revolves around thinking and eating. Each philosopher has to pick up the forks placed in his right and left hands to eat. Philosopher events are $\text{takeFork}$ and $\text{releaseFork}$, and fork events are $\text{isTaken}$ and $\text{isReleased}$. The nature of each event is clear from its name.

If we solve this problem with the type of interactions described above (where each class, either a single object or all objects participate), a philosopher will only be able to pick up one fork at a time. The possible interactions between philosophers and forks by means of the event $\text{takeFork}$ are shown in Figure 2. Similar interactions will take place for the event $\text{releaseFork}$. A line in the figure between two objects indicates an interaction between these objects. For example, the two lines (interactions) leading from $\text{phil}_1$ indicate that this philosopher can take either $\text{fork}_1$ or $\text{fork}_5$ (but not both at the same time) and that he can not take any other fork.

![Figure 2: Interactions in the philosophers problem.](image)

The corresponding class diagram, in UML (Unified Modelling Language) notation (Booch et al., 1999; Rumbaugh et al., 1999) is shown in Figure 3. In this diagram we have two classes ($\text{Philosopher}$ and $\text{Fork}$) and three associations, represented by lines (not to be confused with interactions):

- The first association indicates which fork is to the right of a philosopher. Similarly, the same association shows which philosopher is to the left of a fork.
- The second association (called uses) represents a philosopher using a fork. Numbers appearing at both ends of this association represent the multiplicity or number of objects that can be linked. A philosopher thus can have 0, 1 or 2 forks and a fork can be taken, or not taken, by one (and only one) philosopher.
- The third association is similar to the first one, reversing left and right.

A similar class diagram to that shown in Figure 3 appears in (Rumbaugh et al., 1991). The inconvenience of this approach is that since a philosopher has first to pick up one fork (either the left or the right) and then the other one, a deadlock may take place; for example when all philosophers pick up a fork. This is usually solved by adding some synchronization mechanism such as semaphores or monitors (Andrews, 1991; Ben-Hari,
Figure 3: Class diagram of the philosophers problem.

1991), or adding new coordination processes which lead to a less clear specification. For example, in (Mañás, 1989), a solution is presented in LOTOS with three processes:

- **users** represents the philosophers. Each philosopher first takes the fork to his right, then the left fork. Later he releases them in the same order. This behavior is interleaved among the philosophers.

- **service** represents the forks. Each fork can be picked up either from the right or the left, and once picked up, can be released.

- **watchdog** monitors the philosophers’ behavior, forbidding the simultaneous picking up of more than four left forks, preventing deadlock.

This specification has two disadvantages; (1) a new process had to be added to prevent deadlocks, and (2) the philosophers are obliged to take the forks in a certain order (first left, then right).

Our approach does not limit the number of objects in a class participating in an interaction. To avoid deadlocks, we assign the two forks that correspond to a given philosopher at the same time, in the same interaction. In the class diagram in Figure 3, this would be reflected by changing the multiplicity of the association uses from 0..2 to 0..2 (see Figure 5). We will study the specification of this problem in more detail in Sections 4.3.1 and 5.2.

## 4 Interaction Constraints

Having presented the main features of our interaction operator, we will look at the necessary aspects for its definition in more detail. In our model, objects evolve when they synchronize in events. In fact, interaction constraints define the way in which objects of several classes synchronize in events.

Each object has a local state, which can only be modified for the object’s participation in events. Communication must occur synchronously; thus the specification of how the objects interact is a very important aspect of the model. For several objects to interact with each other, two things must occur:

1. **Synchronization.** For an event to happen, each object that is to participate must agree to do so.

2. **Communication.** Objects must reach agreement about the values of the parameters that they will communicate to each other. For this to occur, each of the objects establishes its participation constraints. This allows us to model more complex interactions than the traditional client/server approach.

In our model, events are described by means of *communication channels*, which have the same names as the events. All objects of a class share the communication channels defined in the class. A channel is defined by the name and the types of the parameters communicated in the events. In summary, the definition of a channel is the definition of an event template.

### 4.1 Local and Global Views of a Channel

From the point of view of interclass communication, we will say that channels constitute the interface of a class. Through the channels, concrete events take place, in which objects of a class participate. When we define a channel, we give it a name and enumerate its parameters.

Of interest to us in the method is the *local* point of view that a class has of a channel. When more than one object must synchronize in an event, not all of them may have the same view of the channel, but they will all take part in a single event. We call a single event in which several objects synchronize, a *global* event. Local views of events in the specification of a class allow us to ignore the aspects of global events that are not relevant to the class. This makes the class independent of the rest of the system.

In addition, objects of a class can see different global events in the same way, and with the same effects under the same conditions. They may then correspond to a single local view. The structure of a global channel is made up of the different views (local views) that classes have of that event. These local views of the channels may have different names; even the number of parameters may differ between classes.

This is unified by means of interaction constraints among classes. Thus each class sees in a global channel what interests it. Interaction constraints interconnect classes in order to configure the system. This concept of locality also facilitates reuse at specification level. Therefore, we can have a library of classes and use interaction constraints to interconnect the different channels.
Figure 4: Graphical representation of an interaction between two classes.

of classes. A different set of interaction constraints will give rise to systems of objects which interact in a different way.

4.2 Specifying Interaction Constraints

The main objective of interaction constraints is to determine the following points:

1. What classes of objects must interact? This configuration is static, since the classes are known at specification time.

2. What objects will participate? As objects are not known at specification time, this configuration is dynamic and is established by means of the defined constraints. Additionally, there are situations where we can identify the objects that want to participate in the interaction.

3. Through what events will objects interact? It is necessary to indicate which local events refer to the same global event.

4. How do objects communicate? As events allow parameters to be communicated, it is necessary to establish associations between these parameters to reflect communication among objects.

The graphical notation of an interaction among objects of two classes is shown in Figure 4. Interactions involving more than two classes are obtained by generalizing this case.

The textual notation for the specification of interaction constraints is as follows:

```
Interaction constraints
  cng(par): cl₁(id₁, cn₁(par₁)[rng₁]) = ... = clₙ(idₙ, cnₙ(parₙ)[rngₙ];

  end;
```

where

- \( cl_i \) is the name of the classes whose objects will participate in the interaction,
- \( id_i \) is the ID of the object of the class \( cl_i \) that is to participate in the event. It is only defined when a single object of \( cl_i \) is to participate and its ID is known. Otherwise, if the event occurs, all objects meeting their constraints will participate.

- \( rng_i \) indicates the multiplicity or number of objects of the class \( cl_i \) that are to participate through the channel \( cn_i \). We will indicate the range using the notation \( \text{min}...\text{max} \) where \( \text{min} \) indicates the minimum number of objects and \( \text{max} \) the maximum number of objects to participate in the interaction. In the case that there is no maximum limit, \( \text{max} \) will be replaced by an asterisk ‘*’. We will use \( \text{num} \) to indicate the exact number of objects. When \( rng_i \) is not defined, it denotes the implicit range 1...*.

- \( cng \) will be the name of the global channel whose parameters are \( \text{par} \). These parameters are obtained from the local views.

An event can happen only if each class participating in the interaction does not have fewer objects ready to participate than defined in the corresponding range.

If any class has too few objects ready to participate, the event cannot take place. If any class has more objects ready to participate than the defined range, the maximum possible number of them will be chosen arbitrarily. For example, the following interaction:

\[
\begin{align*}
  \text{cn}(a,b,c) : & \quad cl₁, cn₁(a,b) = \\
  & \quad cl₂, cn₂(b)[2..4] = cl₃(c), cn₃(a);
\end{align*}
\]

denotes that as many objects as possible (at least one) from class \( cl₁ \), 2 to 4 objects from \( cl₂ \), and one object from class \( cl₃ \) will participate. Furthermore, the global channel \( cn \) will have three parameters:

- \( a \) comes from the channels \( cn₁ \) and \( cn₃ \). This parameter must take the same value in all the participating objects from their corresponding classes.
- \( b \) comes from the channels \( cn₁ \) and \( cn₂ \). Again, as in the previous case, the parameter must take the same value, and
- \( c \) comes from the ID of an object in the class \( cl₃ \).

The flexibility of our operator is matched in some other approaches which use transactions or groups of actions that are carried out on an all-or-nothing basis. However, transactions, although quite powerful, are clearly a lower level mechanism. For example, it is necessary to detail the intermediate states of which the transaction is composed, or the order in which it is necessary to carry out each action. In our proposed interaction operator it is only indicated which elements are involved in an interaction, without giving the concrete details of how the transaction itself is carried out. This is done in a later refinement phase which will be derived from the defined interactions.
4.3 Some Examples

In this section we illustrate the use of the interaction operator with two examples; the dining philosophers problem described in Section 3.2, and the automated banking problem. We will study the first example in some detail, since it is quite simple, and illustrative of some of the problems that have to be solved. The second example is more complex, and we study it partially, highlighting those aspects where the increased descriptive power and abstraction of our proposed interaction operator give it an advantage over other methods.

4.3.1 The Dining Philosophers Problem

Recall that the classes in the dining philosophers problem are philosopher and fork. Since the number of philosophers (and forks) (numPhil) is irrelevant, we will assume that numPhil ≥ 2.

First we will define what attributes the state of each object is composed of. We need an attribute to denote the current situations of philosophers and forks. Let stp be this attribute for the philosophers. It will be able to take the values {thinking, eating}. Let stf be the attribute for the forks. It will be able to take the values {free, busy}. We will have local events takeForks and releaseForks for the philosophers, and isTaken and isReleased for the forks. The definitive class diagram is shown in Figure 5.

The behavior of the classes philosopher and fork is described by the following rules:

1) \{p.stp=thinking\}
   \begin{align*}
   & \text{Philosopher}(p).\text{takeForks} \\
   & \{p.stp'=eating\}
   \end{align*}

2) \{(p.stp=eating)\}
   \begin{align*}
   & \text{Philosopher}(p).\text{releaseForks} \\
   & \{p.stp'=thinking\}
   \end{align*}

3) \{(f=p.\text{forkLeft} \lor f=p.\text{forkRight}) \land f.stf=\text{free}\}
   \begin{align*}
   & \text{Fork}(f)\text{.isReleased}(p) \\
   & \{f.stf'=\text{free}\}
   \end{align*}

The first rule establishes that a philosopher must be thinking in order to take his forks. If the latter event occurs, his state will change to eating. The second rule says that a philosopher p must be eating in order to release his forks; if that event takes place then his state will change to thinking. The corresponding automata is shown in Figure 6.

The third rule describes when a philosopher can pick up the fork f. This fork must be free, and also must be one of the forks to the right or left of the philosopher whose ID is passed as a parameter. If this event takes place, the state of the fork will change to busy. Finally, the fourth rule establishes in a similar way that a fork f must be busy in order to be released, in which case its state will change to free. The corresponding automata is shown in Figure 7.

We need to establish two interactions among objects of the two classes:

1. When a philosopher takes a fork, it must disappear from the table (so that another philosopher can not take it). Also, to avoid problems of deadlocks, a philosopher must take his two forks at the same time.

2. When a philosopher lets go of a fork, it must be available on the table again. The philosopher must release his two forks at the same time. (Although he could also release them one at a time, we believe the proposed way is better.)

A graphical representation of these interactions is shown in Figure 8. The specification of the interaction constraints is as follows:

\begin{align*}
\text{Interaction constraints} \\
\text{take}(p): & \text{Philosopher}(p)\text{.takeForks} = \\
& \text{Fork} \text{.isTaken}(p)[2]; \\
\text{release}(p): & \text{Philosopher}(p)\text{.releaseForks} = \\
& \text{Fork} \text{.isReleased}(p)[2]; \\
& \text{end};
\end{align*}

It can be seen that each global channel has one parameter, indicating which philosopher wants to take or release his forks.

![Automata representing the philosophers behavior](image-url)
4.3.2 The Automated Banking Problem

In this section we will specify an automated banking system. Since the problem is quite extensive, we will restrict our study to certain interactions that form part of the problem; those that are concerned with making deposits and with closing accounts. The simplified class diagram is shown in Figure 9. As can be seen, we will consider only four classes:

- **Customer** represents clients of a particular bank. The class has two associations to indicate that a client can have multiple accounts and several cards. Events which are considered local events are deposit to make deposits, and closeAccount.

- **Account** to represent client accounts. An account can belong to several clients and can be accessible to different cards. This class has an attribute to denote the balance. The events considered local events are deposit, and close to close the account.

- **Card** to represent the banking cards of the clients. Each card is personal; it can belong to only one client and is associated with a single account. Events considered local events are deposit and invalidate to cancel a card.

- **ATM** to represent automated teller machines. This class has a variable to indicate whether an automated teller is active. The only event considered to be a local event is deposit.

In Figure 9 the association roles are not shown, for clarity. For the role names of an association, we will use the class names that are at the corresponding end of that association. For example, the set of cards associated with an account a is denoted by the role a.card.

Part of the behavior of the classes **Customer**, **Account**, **Card** and **ATM** is described by the following rules:

1) \{ (crd.customer = c) and (m > 0) \}
   Customer(c).deposit(crd, m)
2) \{ a \in c.account \}
   Customer(c).closeAccount(a)
3) \{ crd.account = a \}
   Account(a).deposit(crd, m)
   \{ a.balance' = a.balance + m \}
4) \{ a.balance = 0 \}
   Account(a).close
5) \{ crd.account = a \}
   Card(crd).invalidate(a)
6) \{ t.isActive \}
   ATM(t).deposit

The first rule establishes that a customer may make a deposit to an account using a banking card if the card belongs to him and the amount is greater than 0. The second rule says that a customer can close an account if it is her own account. The third rule indicates that for a card to be used to deposit to an account, the card must be associated with that account. The fourth rule specifies that to close an account, the balance must be 0. The fifth rule states that a card is invalidated (the object is destroyed) when the account passed by the parameters coincides with the associated account. Finally, the sixth rule stipulates that a deposit can only be made when the automated teller is active.

The specification of interaction constraints is as follows:

![Figure 8: Interaction constraints between the classes Philosopher and Fork.](image)

![Figure 9: Partial class diagram of the banking problem.](image)
Interaction constraints

\[
\text{deposit}(c, \text{crd}, m, t) : \quad \text{ATM}(t).\text{deposit} = \\
\text{Customer}(c).\text{deposit}(\text{crd}, m) = \\
\text{Account}(a).\text{deposit}(\text{crd}, m);
\]

\[
\text{close}(c, a) : \quad \text{Customer}(c).\text{close}(\text{account}(a)) = \\
\text{Account}(a).\text{close} = \text{Card}.\text{invalidate}(a);
\]

end;

The interaction to make a deposit specifies that an automated teller, and a customer and an account interact. If all local constraints are met, then the event deposit can occur. The interaction to close an account is more interesting. This interaction specifies that a customer, the account indicated by the customer, and all cards associated with the account must be involved in the interaction.

5 Dynamics of a System

In order to define the global behavior of a system, we need to see what condition must be met so that a global event can happen, and what the effects on those objects participating in the event will be. Since more than one object may participate in an interaction, we will use the extension or population of a class in order to define which objects will participate in the interaction.

5.1 Notation

Let us suppose that we have defined the following interaction:

\[
\text{cng(par)} : \quad cl_1.cn_{i1}(\text{par}_i) [\text{min}_i..\text{max}_i] = \ldots \\
= cl_n.cn_{in}(\text{par}_n) [\text{min}_n..\text{max}_n];
\]

where the classes \(cl_i\) with local views \(cn_{ii}\), \(\forall i \in \{1..n\}\) participate. We will use the following notation:

- The notation \(\overline{cl_i}\) denotes the population or extension of the class \(cl_i\).
- We denote by \(\overline{cl_i.cn_{ii}}\) objects of the class \(cl_i\) that participate in an interaction through channel \(cn_{ii}\). This set is composed by all objects which meet condition \(\text{pre}_i\). If there are more objects than necessary, the largest possible number of them will be taken.

The global behavior of the system with regard to event \text{cng} is given by:

\[
\{\text{pre}\} \quad \text{cng} \quad \{\text{post}\}
\]

where

\[
\text{pre} \equiv \bigwedge_{i \in \{1..n\}} ((\forall ob \in \overline{cl_i.cn_{ii}} \bullet ob.\text{pre}_i) \land \\
(\#\overline{cl_i.cn_{ii}} \in \{\text{min}_i..\text{max}_i\}))
\]

\[
\text{post} \equiv \bigwedge_{i \in \{1..n\}} ((\forall ob \in \overline{cl_i.cn_{ii}} \bullet ob.\text{post}_i)
\]

Thus, in order for a global event to happen, for each local view, each participating object must meet its constraints. The number of objects required to participate must also be present. Then, if the event occurs, all the objects which participated will modify their state according to the local definition of the corresponding class.

In this way, at each instant in time, we can know which events could potentially take place. Only one global event may take place at a time. If more than one event is ready to take place, the choice of which event is to take place will be non-deterministic. If no event may take place, the system is said to be blocked (for the case of non-terminating systems).

5.2 An Example: The Dining Philosophers Problem

We continue with the example given in Section 4.3.1. According to the interaction constraints defined and the local constraints imposed on each class, and using the definitions of Section 5.1, the global behavior of the system is defined as follows:

\[
\{\text{pre}_i\} \quad \text{take}(p) \quad \{\text{post}_i\}
\]

\[
\{\text{pre}_r\} \quad \text{release}(p) \quad \{\text{post}_r\}
\]

where

\[
\text{pre}_i \equiv (p.\text{stp}\cdot\text{thinking}) \land (\forall f \in \text{Fork}.\text{IsTaken} \bullet \\
(f=p.\text{forkLeft} \lor f=p.\text{forkRight}) \land \\
(f.\text{stp}\cdot\text{free}) \land (#\text{Fork}.\text{IsTaken} = 2)
\]

\[
\text{pre}_r \equiv (p.\text{stp}\cdot\text{free}) \land \text{Fork}.\text{IsTaken} \equiv 0
\]
post, \equiv (p'.stf='eating') \land \\
(Vf \in Fork.isTaken \land f'.stf='busy')

pre, \equiv (p'.stf='eating') \land (Vf \in Fork.isReleased \land \\
(f'.forkLeft \lor f'.forkRight) \land \\
(f'.stf='busy')) \land (#Fork.isReleased = 2)

post, \equiv (p'.stf='thinking') \land \\
(Vf \in Fork.isReleased \land f'.stf='free')

The system will be correct if the following properties (Ben-Hari, 1991) are met:

1. A philosopher eats only if he has two forks.
2. No two philosophers may have the same fork simultaneously.
3. Deadlocks are not allowed. (Deadlock arises when no event can occur.)
4. No individual may starve. Starvation occurs when there is a philosopher who can never take both his forks.

Property 1 A philosopher may eat only if he has two forks.

The state of the system with our specification is given by the following formula:
\[ \forall p \in \text{Philosopher} \cdot \\
(p'.stf='thinking' \land p.forks=\emptyset) \lor (p'.stf='eating' \land p.forks=(p'.forkLeft, p'.forkRight)) \]

where \( p.forks \) denotes the set of forks that the philosopher \( p \) is using, given by the association \textit{uses}. The state of this system expresses that each philosopher is either thinking or eating. If a philosopher is thinking, he will not be using any fork. When he is eating, he will be using the forks that are to his left and to his right.

Property 2 No two philosophers may hold the same fork simultaneously.

In our system, this is expressed also as;
\[ \forall p_1, p_2 \in \text{Philosopher} \mid p_1 \neq p_2 \cdot \\
(p_1.forks \cap p_2.forks) = \emptyset \]

i.e., no two philosophers can be holding the same fork.

Property 3 No deadlock.

A system has no deadlocks if in any state there is at least one event which may occur. In our specification of the dining philosophers problem, an event of taking or releasing forks can take place in any state. We can prove this, starting from the global state of the system defined above. If we have at least two forks and two philosophers, there will always be at least one philosopher thinking (for not all can eat at the same time) in any state. There are four possibilities:

Property 4 No individual starves.

Figure 10: Observable behaviour in the philosophers problem.

1. All forks are free (no eating philosophers). Then the event of taking forks can take place.
2. Some philosophers are eating, but there are enough free forks that some thinking philosophers can eat. The events which may occur are taking forks or releasing forks.
3. There are some free forks, but the thinking philosophers can not take both their forks, because some of them are being used by other philosophers (numfil/2 philosophers are eating). The events which can occur are releasing forks.
4. There are no free forks (when there are an even number of philosophers). Then events of releasing forks can occur.

The observable behavior of the problem with five philosophers is shown in Figure 10. The system has 11 states, where in each state, the situation of the philosophers and the forks is stipulated. For example, the state (1, 4) indicates that philosophers 1 and 4 are eating, while philosophers 2, 3 and 5 are thinking. This implies that forks 5, 1, 3 and 4 are busy, while fork 2 is free. The central state is the initial state of the system (all philosophers are thinking). With regard to events, \( t(n) \) indicates when philosopher \( n \) takes his left and right forks, and the event \( r(n) \) denotes when philosopher \( n \) releases the two forks that he had. It can be seen that this system is free from deadlocks, as there are transitions starting from any state. An algorithm for formal deadlock detection in conceptual schemas can be found in (Dedne and Snoek, 1995).

Property 4 No individual starves.
In our specification, we do not prevent the starvation problem. Thus a philosopher can die of starvation if the event that he picks up his forks, take(n), never happens. This problem can solved by applying fairness in the occurrence of events, for instance, if events that can occur are queued using the FIFO criterion.

6 Application

6.1 TESORO

The interaction model described in this paper has served as the basis for our definition of the object-oriented specification language TESORO.

In TESORO, a system is specified through different kinds of constraints. Three kinds of constraints are defined according to the way they affect objects:

1. Constraints on states of objects. These allow us to define constraints on values of attributes (which can be constant, variable or derived). Each attribute has a type, defined by an abstract data type ADT, defined in the ACT ONE language (Ehrig and Mahr, 1985; Clabon, 1992) or in a class of objects. According to the number of affected states, these constraints can be of two kinds:

   a. Static constraints. These delimit the values of attributes and must be met in any state. If they are met in the current state, they should continue being met in the next state. If an object does not meet these constraints in the initial state, it will not be created.

   b. Dynamic constraints. These are bonds between two states; the current and the next state. Dynamic constraints can be of two types: (1) state changes associated with occurrence of an event, which have the restricted form of an assignment, and (2) more generic transition constraints, which are not associated with events and act according to defined state changes.

2. Participation constraints. These define when an object is interested in participating in an event. They are predicates established both on the state of an object and on parameters of an event. If they are not met, they will prevent the participation of the object in that event.

3. Interaction constraints. The model described in this paper.

Besides the individual features described in TESORO, the extension of classes takes on special relevance in this language. We can define constraints that must be met collectively by all objects of a class (those that exist in a given instant).

In TESORO, several operators also exist which allow the carrying out of OO specifications at a superior level of abstraction. These operators allow the definition of relationships of association, aggregation and inheritance among classes. More details can be found in (Torres, 1997). In (Troyano, 1998), a rigorous study is made of behavior compatibility in a hierarchy of classes.

6.2 Remarks on Implementations

The benefits of executable specifications are clear; they provide a prototype of what is specified. Prototypes can be considered as animations suitable to validate the specification requirements, facilitating communication between user and analyst. Thus, an executable specification, besides representing a conceptual model of the system, represents a model of behavior of the software to implement. However, this has a cost. Often the analyst is forced to make some implementation decisions that are unnecessary in the specification stage, which may confuse the programmer (Bowen and Hincheny, 1995).

Non-executable specifications have the opposite advantages and disadvantages. Thus, we can find as many defenders of executable specifications (Fuchs, 1992) as of non-executable specifications (Hayes and Jones, 1989).

We prefer executable specifications, but without losing the advantages of abstract specifications. This has the inconvenience of an increased degree of difficulty in the implementation of the proposed model. We have implemented our interaction mechanism in two different ways:

- First, using the LOTOS language. LOTOS is a standard language for the specification of distributed systems, based on the algebra of processes. The equivalence between TESORO and LOTOS is shown in (Torres, 1997). We gain several advantages by using a LOTOS-like prototyping language. As LOTOS is also a specification language, the equivalence with TESORO is carried out at a similar level of abstraction. Moreover, numerous tools have been developed that allow checking the correctness of specifications written in this language. LOTOS consists of two parts; one of specification of ADT based on the ACT ONE language, and the other part for the description of behavior, based on the algebra of processes. Thus the equivalence between TESORO and LOTOS at ADT level is direct. The work is reduced to the representation of objects by means of processes.
Using LOTOS thus simplified the task of constructing TESORO specifications. The main problems encountered were the differences between the interaction mechanisms of the two languages. This work also served to confirm the power of TESORO for the specification of concurrent systems.

- Second, the interaction mechanism was implemented by creating an extension to the IP language (Franchez and Forman, 1996). This extension, called IPICX (Corchuelo and Martin, 1998), adds to the IP language the possibility of communicating processes through interaction channels that are specified by means of symbolic constraints. These constraints allow us to determine the set of processes that will interact and the data that will be exchanged among them. The method is still based on interactions among multiple participants, but the approach followed in IPICX provides a more general communication mechanism that is not restricted to a simple passing of values. Besides defining the language, an implementation of IPICX has also been obtained, exploiting the possibilities of techniques of lazy and incremental evaluation.

These implementation methods have helped us to test TESORO, although they are not very efficient when the specifications are complex, especially in distributed environments. We are in the process of obtaining automatic implementations using lower level mechanisms, such as client/server communication and transactions, in order to obtain more efficient implementation.

7 Conclusions and Future Work

In this paper we have presented a flexible model for interactions among objects which allows classes of objects to interact through the same event. We consider events to be units of synchronization and (n-way) communication among objects.

In our model, the specification is made by defining constraints imposed locally on objects. The global view of a system is obtained by defining the interaction constraints that exist among objects. For each class, the objects that will be able to participate in an interaction are all those that satisfy their constraints.

Global constraints can be imposed on a system or on a part of it (a subsystem) by having objects keep these constraints locally. These objects must interact in a synchronous way with the rest of the system.

The model has been illustrated using the example of the dining philosophers problem. We specified the system by means of rules that define the possible state transitions of the objects composing the system. To provide a global view of the system, we have defined interaction constraints. We then described the conditions that have to be met in order that an event of the system can occur. We also showed that the system specified is free from deadlocks. In addition, we showed a partial specification of another example, the automated banking problem. Further examples can be seen in (Torres, 1997).

Finally, we have presented some practical results of our work. The main features of the TESORO language, which is based on the model given in this paper, have been described, as well as the main implementation tasks that have been carried out.

Plans for further work are focused on automatic methods for obtaining implementations using lower level mechanisms, such as client/server communication and transactions, which assure the same properties as the original specifications, in a transparent way. We also plan to develop a methodology that allows us to use interaction constraints in a software development process.

Our work is part of a Spanish research project called MENHIR, in which departments of five universities are collaborating. The project concentrates on the study of models, environments and new tools for Requirements Engineering. Up to this point in time, the TESORO specification language based on the model described in this paper has been one of the main results of the project. In addition, the periodic MENHIR meetings have grown into national workshops with international participation.
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