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Abstract. A local adaptive algorithm for speech enhancement is presented. The algorithm is based on calculation of the rank-order statistics of an input speech signal over a moving window. The algorithm varies the size and contents of a sliding window signal as well as an estimation function employed for recovering a clean speech signal from a noisy signal. The algorithm improves the quality of a speech signal preserving its intelligibility. The performance of the algorithm for suppressing additive noise in an input test speech signal is compared with that of common speech enhancement algorithms in terms of objective metrics.
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1 Introduction

Speech enhancement has received research interests owing to recent developments in modern communication equipment such as smart phones, voice over IP and teleconference systems, and speech recognition devices among others [1, 33]. The task of speech enhancement consists in improving the quality of a captured voice signal in terms of noise reduction with respect to different performance criteria [2, 3, 4]. Speech enhancement is a difficult task because voice signals are highly time-variant. Moreover, signals corrupted by ambient noise can be described by a mixture of several random processes with different statistical distributions [5]. Furthermore, common speech enhancement algorithms introduce a typical distortion to processed signals that considerably reduces speech intelligibility [2]. For this reason, an optimization of the noise-suppression to signal-distortion ratio is desirable [3]. Actually, speech enhancement can be broadly classified in two groups: single-channel and multiple-channel based systems. Single-channel systems utilize only one microphone to capture speech signals, whereas multiple-channel systems use a microphone array to better characterize and suppress noise [5, 6]. In this paper we focus on single-channel systems. Two common techniques adopted in single-channel speech enhancement are the Wiener filtering and the spectral subtraction based methods; these algorithms are carried out in the frequency domain. The Wiener filtering [7, 8] is a linear filter optimized with respect to the mean-squared-error between the clean and processed signals. This...
formulation requires an estimate of the clean speech power spectrum, which can be obtained iteratively [9, 10] or non-iteratively [8, 7] from a noisy speech. On the other hand, spectral subtraction methods require only an estimate of the average noise spectrum which is subtracted from the spectrum of the captured signal. In such a manner, the average signal-to-noise ratio (SNR) is improved [11, 12]. Since both strategies modify the spectral distribution of speech signals, they commonly introduce artificial artifacts to processed signals such as musical noise [6]. Various proposals were suggested to alleviate this drawback [13].

It is important to note that majority of existing speech enhancement algorithms assume that noise functions corrupting speech signals are stationary [7]. However, this assumption is not true for real applications, for instance, when speech is corrupted by a mixture of background noise and impulsive-like noise caused by imperfections in communication channels [14]. In this case the use of a robust filtering is desirable [15]. Usually, impulsive noise in speech signals is suppressed with a two-step procedure, that is, impulsive outliers are first detected and removed followed by an estimation of speech samples using interpolation [5]. Note that this approach is not effective when speech is corrupted by a mixture of additive and impulsive noise. In signal processing there exist several successful nonlinear filters based on calculation of rank-order statistics [16, 17, 18]. These filters are robust and able to preserve fine details of signals comparing with those of conventional linear filtering. In speech enhancement, this feature can help to suppress the background noise introducing only imperceptible musical noise and, therefore, to preserve intelligibility of processed speech. The median filtering [19], multilevel and multistage median filters [20], stack filtering [18], alpha-trimmed mean filters [17], and rank-order filters [21] are important nonlinear filters that have been proved to be very effective in suppression of additive and impulsive noise. We are interested in designing a robust rank-order filter for local adaptive processing of a noisy speech signal. Basically, taking into account signal and noise models, a robust nonlinear filter can be designed by optimizing some performance criteria [22, 15].

In this work, we propose a locally adaptive algorithm for robust speech enhancement which is carried out in a sliding window. The algorithm is able to vary the size and contents of the sliding window as well as an estimation function employed for recovering a clean speech signal from a signal to be processed. This means that a noise-free signal can be recovered with a time-variant estimator over a moving adaptive-window. The proposed algorithm is adaptive to nonstationary signal fragments and noise fluctuations. As a result, the method improves the speech quality with a low level of musical noise. Note that since the proposed method is implemented in the time domain, then, a priori estimation of the SNR using modified spectral distributions of signals and noise is not carried out for each frame. It is known that the decision-directed based methods use such estimation that introduces annoying artifacts in processed speech [23].

The paper is organized as follows. Section 2 provides a review of rank-order processing and presents the proposed adaptive algorithm for speech enhancement. Section 3 illustrates the results obtained with the proposed algorithm. The performance of the algorithm is compared with that of existing methods for speech enhancement in terms of several objective performance metrics. Finally, Section 4 summarizes our conclusions.

2 Speech Enhancement with Local Adaptive Rank-Order Filtering

Rank-order filtering is a locally adaptive signal processing carried out in a sliding window. First, local neighborhoods are used to define desirable data-structures in the window. Then, a robust estimation is applied to elements of the neighborhood for computing only an estimate of the central element of the window. A block diagram of basic rank-order speech processing is presented in Fig. 1. A local neighborhood is a subset of signal elements of the sliding window which are close in some sense to a given element [16]. Note that there exist several options to construct local neighborhoods; however, for robust estimation the use of order-statistics is a good choice [16, 22]. Order-statistics can exploit a
relationship between window elements previously sorted in the ascending order with respect to their values.

Let \( f_j(n) = s_j(n) + \sum_{i=1}^{S-1} p_j(n) \cdot b_i(n) + p_j(n) \cdot d_j(n) \) be the \( j \)th input speech segment to be processed, with \( n = 1, \ldots, N \), the signal range of \([-1,1]\), and \( Q \) quantization levels. Note that real speech signals have infinite duration, \( \infty \). In the signal model, \( s_j(n) \) is an uncorrupted speech segment to be estimated, \( b_j(n) \) is a zero-mean additive noise, \( d_j(n) \) represents impulsive noise, and \( p_j(n) \) is a binary random function defined as one when the impulsive noise is present and zero otherwise. The input speech segment can be rewritten in a matrix-vector notation as follows:

\[
f_j = s_j + (I - P_j) b_j + P_j d_j,
\]

where \( f_j, s_j, b_j, \) and \( d_j \) are \( N \times 1 \) vectors which represent the discrete sequences \( f_j(n), s_j(n), b_j(n), \) and \( d_j(n) \), respectively. In addition, \( I \) is the \( N \times N \) identity matrix and \( P_j \) is a \( N \times N \) diagonal matrix whose entries are the elements of the sequence \( p_j(n) \). For \( i \)th position of the running window, a sliding window vector \( w_{j,i} \) with \( S \) elements can be constructed as

\[
w_{j,i} = \left[ w_{j,i}(n) = f_j(n) : |n-i| \leq \frac{S-1}{2} \right]^T,
\]

where \( S \) is the size of the vector (odd number), \( i \) is the index of the central window element, and \( T \) denotes transpose. In order to avoid boundary effects the input speech segment may be overlapped. Local neighborhoods are constructed from the sliding window elements by sorting them in the ascending order with respect to their values. The ordered sequence is a variational row, and it is defined as \( \{ V(r) : r = 1, \ldots, S \} \), where \( V(1) \leq V(2) \leq \cdots \leq V(S) \). The quantities \( V(r) \) and \( r(V) \) are called the \( r \)th order-statistics and the rank of the value \( V \), respectively [16, 21]. These quantities can be computed from the histogram of the sliding window data \( \{ h(q) : q = 0, \ldots, Q-1 \} \), as

\[
r(V) = \sum_{q=0}^{V} h(q). \]

Let \( w_{j,i}(i) \) be the central element of the sliding window placed at the \( i \)th position. We introduce the \( EV \)-neighborhood which describe convenient relationships between signal elements [16, 21]. The \( EV \)-neighborhood is a subset of \( w_{j,i} \) elements whose values deviate from the value of the central element \( w_{j,i}(i) \) at most by prespecified quantities \(-\varepsilon_v \) and \(+\varepsilon_v \). This neighborhood can be constructed from the sliding window as

\[
v_{j,i} = \left[ v_{j,i}(n) = w_{j,i}(n) : w_{j,i}(i) - \varepsilon_v \leq w_{j,i}(n) \leq w_{j,i}(i) + \varepsilon_v \right]^T.
\]
2.1 Design of Proposed Robust Estimator

In conventional time-domain filtering an estimate of the \( i \)-th uncorrupted element of the signal \( s_j (i) \) is a time-invariant function of elements of its sliding window \( w_{jj} \), that is, \( y_j(i) = \text{EST}(w_{jj}) \).

For instance, in the case of linear filtering the estimator is completely characterized by the impulse response of the filter. When the input signal is corrupted by a mixture of noise functions (see Eq. 1), a time-invariant filtering is unable to perform well. Therefore, a robust time-varying estimator is desirable [16, 15, 21]. Furthermore, since in some filtering algorithms the size of the sliding window is a constant, the algorithms can introduce undesirable blurring artifacts in nonstationary regions. We propose a locally adaptive rank-order algorithm in time domain which is capable to recover a noise-free speech signal employing a time-variant estimator over a locally adaptive neighborhood. We are interested in designing an optimum robust estimator to obtain an undistorted value \( s_j(i) \) from the adaptive window \( v_{jj} \), that is, \( y_j(i) = \text{EST}(v_{jj}) \).

Suppose that a reference signal \( x_j(i) \) is an estimate of the unavailable clean signal \( s_j(i) \) from \( v_{jj} \). The squared error between the estimated value \( y_j(i) \) and the reference \( x_j(i) \), is given by \( e^2_j = (y_j(i) - x_j(i))^2 \). We want to design a robust estimator for minimizing the error. From the theory of robust estimation of location parameters [15, 22] three types of estimation of location parameters can be utilized to compute an estimate of the central element of the neighborhoods. They are the L-estimator based on linear combination of order statistics, the R-estimator derived from rank tests, and the M-estimator or the maximum likelihood estimator.

In this work we use the L-estimator which is one of the most popular robust estimators. The L-estimator over the EV-neighborhood is computed as follows:

\[
y_j(i) = a^T v_{jj},
\]

where \( v_{jj} \) contains elements of the adaptive window of the size \( S_A \) and \( a \) is a \( S_A \times 1 \) vector of unknown weighting coefficients. In order to get an unbiased estimator the weighting coefficients must satisfy

\[
a^T u = 1,
\]

where \( u \) is a \( S_A \times 1 \) vector having only ones. Let \( V_{jj} \) be a \( S_A \times S_A \) diagonal matrix whose entries are elements of the vector \( v_{jj} \), that is, \( v_{jj} = \text{DIAG}(v_{jj}) \). Denote \( A = V_{jj} v_{jj}^T \), hence, we obtain \( y_j^2 = a^T A a \). The squared error can be rewritten as

\[
e^2_j = x_j^2(i) - 2 x_j(i) y_j(i) + x_j^2(i) + a^T A a - 2 a^T r,
\]

where \( r = x_j(i) v_{jj} \) is a \( S_A \times 1 \) vector. The unknown vector \( a \) can be found by minimizing the squared error subject to satisfy Eq. 5. It can be seen that this is a constrained optimization problem which can be solved by the method of Lagrange multipliers minimizing the following objective function:

\[
J(a) = x_j^2(i) + a^T A a - 2 a^T r - 2 a^T u - \lambda a = 0,
\]

where \( \lambda \) is a constant. Since \( A \) is a non-negative matrix, the minimum value of Eq. 7 can be reached by solving

\[
\frac{\partial}{\partial a} J(a) = R a - r - u \lambda = 0.
\]

The unknown coefficients are given by

\[
a = R^{-1} (r + u \lambda).
\]

From Eq. 5 we obtain \( \lambda \), that is,

\[
\lambda = (u^T R^{-1} u)^{-1} (1 - u^T R^{-1} r).
\]
Finally, substituting Eq. 10 into Eq. 9 and after some manipulations the vector $a$ is given by

$$a = R^{-1} \left[ u(1-u^T R^{-1}r) \right]. \quad (11)$$

Therefore, with the help of the L-estimator in Eq. 4, the uncorrupted signal can be recovered as follows:

$$y_j(i) = v_{jj}^T R^{-1} \left[ r + \frac{u(1-u^T R^{-1}r)}{u^T R^{-1}u} \right]. \quad (12)$$

Now consider that the vectors $f_j$ and $w_{jj}$ are corrupted with additive and impulsive noise. Suppose that the central element of the sliding window is located in a zone of abrupt transition of the speech signal and it is not an impulsive outlier. In this case, the signal of the sliding window $w_{jj}$ is nonstationary. On the other hand, the signal of the local EV-neighborhood $v_{jj}$ is a one-sided signal and it can be approximately considered as a stationary signal, that is,

$$v_{jj} = s_{jj} + b_{jj}. \quad (13)$$

Observe that the signal in Eq. 13 is formed by samples of the clean signal and additive noise. Therefore, to obtain an estimate of the central signal element, conventional linear filtering uses all elements of the moving window, whereas rank-order filtering performs the estimation with statistically similar signal elements belonging to the adaptive neighborhood. The neighborhood does not contain impulsive outliers as well as signal elements with different statistical parameters (for instance, from other fragments of a signal to be processed). Various estimation strategies can be used to compute the reference signal $x_j(i)$. However, since the adaptive window $v_{jj}$ can be considered as a stationary signal formed by a clean signal corrupted by additive noise, an optimum estimator in the mean-squared-error sense is the Wiener filtering [6, 5].

It is well known that the frequency response of the Wiener filter is given by

$$H(\omega) = \frac{P_s(\omega)}{P_s(\omega) + P_b(\omega)}, \quad \text{where } P_s(\omega) \text{ and } P_b(\omega) \text{ are the power spectral densities of a clean and noisy signals, respectively. For a short-time stationary segment with white clean and noise signals, the frequency response of the Wiener filter can be approximated by }$$

$$H_{loc}(\omega) = \sigma_s^2 \left( \frac{\sigma_s^2}{\sigma_s^2 + \sigma_b^2} \right), \quad \text{where } \sigma_s^2 \text{ and } \sigma_b^2 \text{ are the variance of the clean and noisy speech segments, respectively. In time domain the impulse response of the Wiener filter is given by }$$

$$h_{loc}(n) = \sigma_s^2 \left( \frac{\sigma_s^2}{\sigma_s^2 + \sigma_b^2} \right) \delta(n), \quad \text{where } \delta(n) \text{ is the Kronecker delta function. Under these considerations, the undistorted signal is estimated as }$$

$$s_j(n) = n_z + \frac{\sigma_s^2}{\sigma_s^2 + \sigma_b^2} (v_z - n_z), \quad (14)$$

where $n_z$ is an estimate of the undistorted signal in a noisy speech (in silence periods of a speaker), $v_z$ is an estimate of the undistorted signal in a voiced speech (in active periods of a speaker), and $G = \sigma_s^2 \left( \frac{\sigma_s^2}{\sigma_s^2 + \sigma_b^2} \right)$ is a local signal-to-noise ratio (SNR). If an input signal is corrupted with additive Gaussian noise, the maximum likelihood estimator is given by a sample mean. Therefore, a signal estimate in noisy speech can be computed as a sample mean over the neighborhood signal $n_z = \mu_v$. The $v_z$ value must be chosen to be close to the central value of the undistorted speech signal in the sliding window. Because of the signal inside of the adaptive window $v_{jj}$ is stationary, an approximation of the voice signal $v_z$ can be obtained by smoothing the signal inside of the window, for instance, with the help of total variation denoising [24]. Note that this smoothing does not produce artifacts of temporal inertia. Let $\overline{v_{jj}}$ be a smoothed version of the adaptive window $v_{jj}$. The vector $r$ in Eq. 12 can be computed by
Recalling Eq. 14, we see that when the SNR is high, i.e. \( \sigma_s^2 > 2^2 \), then \( G \approx 1 \) and the reference signal can be approximated by \( x_j(i) = v_{j,i}(i) \). Otherwise, if the noise is much stronger than the signal, then \( G \approx 0 \) and the reference signal is given by \( x_j(i) = \mu_v \). Since the local variance of the adaptive window can be calculated as \( \sigma_v^2 = \sigma_s^2 + \sigma_b^2 \), the local variance of the clean signal can be approximated with
\[
\sigma_s^2 = \text{MAX} \left\{ 0, (\sigma_v^2 - \sigma_b^2) \right\}.
\] (16)

### 2.2 Design of the Proposed Robust Estimator

The proposed algorithm for robust speech processing consists of the following steps:

**STEP 1:** Read an initial input speech segment \( n_0 \) with \( S \) elements assuming speaker’s silence.

**STEP 2:** Read an input speech segment \( f_j \) (with \( N \) elements) to be processed (see Eq. 1).

**STEP 3:** Create a sliding window vector \( w_{j,i} \) around the noisy element \( f_j(i) \) using Eq. 2.

**STEP 4:** Calculate a local estimate of the SNR, as follows:
\[
\text{SNR}_j = \frac{w_{j,i}^T w_{j,i}}{n_0 n_0}.
\] (17)

**STEP 5:** Calculate the \( \varepsilon_v \)-value, as follows:
\[
\varepsilon_v(j,i) = \alpha_1 \sigma_n \left[ 1 - \frac{1}{1 + \left( \frac{\text{SNR}_j}{\alpha_2} \right)^{\alpha_2}} \right],
\] (18)

where \( \alpha_1 \geq 1 \), and \( \alpha_2 \) is within the range \((0,1]\). The parameters \( \alpha_1 \) and \( \alpha_2 \) help us to take into account a priori information about either the spread of the signal to be preserved or noise fluctuation to be suppressed. It is recommended in [25] to take \( \alpha_1 = 1.5 \). So, the interval of EV is given as \( \pm 1.5 \sigma_n \). The parameter \( \alpha_2 \) of \((0,1]\) is
signal-dependent. When $\alpha_2$ values are close to zero the changing of EV (dynamic range) as a function of the local SNR is small. In contrast, when $\alpha_2$ values are close to unity the dynamic range of EV could be large. Actually, using these two parameters, a trade-off between noise suppression and introduction of artifacts to the processed speech signal can be achieved.

STEP 6: Construct an EV-neighborhood $\mathbf{v}_{ji}$ from $\mathbf{w}_{ji}$ with the help of Eq. 3 and Eq. 18.

At this point, the algorithm needs to identify either the central element of the sliding window is only corrupted by additive noise or the central element is an impulsive outlier. For each of these cases the algorithm performs in a different way. The outlier detection algorithm is as follows: if the size of the adaptive window $S_A = \text{size}(v_{ji})$ is small, then EV-neighborhood contains only impulsive noise. We define a threshold parameter $L = \rho S$ for $S_A$, where $\rho$ is the probability of occurrence of the impulsive noise and $S$ is the

---

**Fig. 3.** Performance of speech enhancement algorithms with 95% confidence for processing speech corrupted with additive Gaussian noise at 20 dB, 15 dB, 10 dB, 0 dB and -5 dB SNRs. (a) $fSNR_{seg}$; (b) ISd; (c) PESQ; (d) STOI; (e) SDR; (f) SIR; (g) SAR
size of $w_{ij}$. Thus, if $S_A < L$ then the outlier is detected.

STEP 7: Calculate the size of the adaptive window $S_A = \text{size}(v_{ij})$ and evaluate $S_A < L$. If the result is "false", compute vector $a$ using Eq. 11 and go to STEP 8. If the result is "true", construct a new sliding window from the current one by excluding outlier elements of the adaptive neighborhood. Next, go to STEP 6.

STEP 8: Compute the output estimate $y_{ij}(i)$ using Eq. 12.

STEP 9: Move the window $(i = i + 1)$ and evaluate if $i \leq N$. If the result is "true" go to STEP 3. Otherwise, go to STEP 2.

In can be seen that the proposed algorithm is robust to nonstationary effects of a speech signal to be processed as well as to noise variation. When the noise is highly nonstationary [26], the local SNR in STEP 4 can be estimated with the help of a noise tracking algorithm [27].

3 Results

Computer experiments are carried out to evaluate and compare the performance of existing and proposed speech enhancement algorithms. We test the spectral subtraction [13], Wiener filtering [7], and the proposed algorithm for speech enhancement in environment of two different types of noise: stationary white Gaussian noise, and nonstationary street noise. Additionally, we test the algorithms in the framework of the CHiME challenge corpus [28]. This framework consists of processing of speech signals corrupted with noisy background conditions, collected from a real family living room. The considered spectral subtraction algorithm uses an adaptive gain averaging for reduction of musical noise [13]. In this approach, each frame is divided into smaller subframes to obtain a lower resolution spectrum. Therefore, the individual spectra in each subframe are subsequently averaged to obtain a lower-variance spectrum. On the other hand, the used Wiener algorithm is the one proposed by [7]. The algorithm is based on tracking a priori SNR estimate using the decision-directed approach [29]. For performance evaluation of tested algorithms several objective metrics are utilized: frequency weighted segmental signal-to-noise-ratio (fwSNRseg) [6], spectral-distance based Itakura Saito distance (ISd) [3], perceptual evaluation of speech quality (PESQ) [30], short-time objective intelligibility (STOI) [31], and composite metrics such as signal to distortion.

Fig. 4. Performance of the proposed algorithm versus $\alpha_1$ and $\alpha_2$ with respect to: (a) quality of processed speech (PESQ), (b) intelligibility (STOI)
ratio (SDR), source to interference ratio (SIR), and source to artifacts ratio (SAR) [32]. Speech signals from the CHiME database [28] were used. The CHiME corpus contains 600 different sentences pronounced by male and female speakers in realistic noisy conditions. In our experiments, we will refer to the spectral subtraction, the Wiener filtering and the proposed algorithms as "SpecSub", "Wiener", and "Rank", respectively.

First we evaluate the performance of speech enhancement algorithms in stationary additive Gaussian noise while SNR is varied. The clean speech sentences from CHiME database were corrupted with stationary noise and processed with the tested algorithms. The window length and the initial silence period for the spectral subtraction and the Wiener filtering algorithms are 20 ms and 200 ms, respectively. The parameters for the proposed algorithm are $S = 65$ (7 ms), $\rho = 0.01$, $\alpha_1 = 1.5$, and $\alpha_2 = 0.5$. Fig. 2 shows examples of clean, noisy, and processed speech signals obtained with the proposed algorithm in Gaussian noise environment. It is interesting to note the change of $\varepsilon$ values depending on local SNR of a noisy speech (see Eq. 18). Note that when $\alpha_2$ values are close to zero we get a more aggressive filtering comparing with that of when $\alpha_2$ values are close to unity. With 95% confidence the results in terms of the objective metrics for Gaussian noise are presented in Fig. 3. Observe that the proposed algorithm outperforms in majority of the cases the spectral subtraction and Wiener filtering algorithms in terms of speech quality given by the fwSNRseg, ISd, PESQ, and SDR metrics. In addition, we see that the proposed algorithm preserves better speech intelligibility that is characterized by the STOI, and introduces fewer artifacts according to the SAR than those of other tested algorithms. The spectral subtraction algorithm yields the worst results in terms of quality metrics and introduction of artifacts (see PESQ and SAR). However, this algorithm was the fastest one in our tests. The Wiener filtering yields acceptable results in terms of speech quality and intelligibility. Nevertheless, it introduces noticeable musical noise whereas the proposed algorithm does not do it. Actually, the amount of musical noise introduced by tested algorithms can be

Fig. 5. Example of speech enhancement with proposed locally adaptive algorithm in 15 dB street noise
characterized by the SAR. Observe from Fig. 3 that proposed algorithm yields the best SAR values in all performed tests.

Now the performance of the speech enhancement algorithms in framework of CHiME challenge corpus [28] is investigated. For the spectral subtraction and Wiener filtering algorithms the window length is 20 ms and the initial silence period (noise only) is 200 ms. The parameters for the proposed algorithm are given as follows: $S = 65$ (7 ms) and $\rho = 0.01$; $\alpha_1$ and $\alpha_2$ are taken as a trade-off between the PESQ and STOI metrics. This trade-off is found by evaluating the performance of the algorithm in terms of the PESQ and STOI while varying $\alpha_1$ and $\alpha_2$. The parameters are calculated for six different SNR values within the range of -6dB to 9dB using 120 speech signals from the development set of the CHiME corpus per each noise level.

Next the performance of the speech enhancement algorithms using speech files from the development set of the CHiME corpus is tested. Instead, in this experiment a noise

Fig. 6. Performance of speech enhancement algorithms with 95% confidence for processing speech corrupted with additive street noise at 20 dB, 15 dB, 10 dB, 0 dB, and -5 dB SNRs. (a) fwSNRseg; (b) lSd; (c) PESQ; (d) STOI; (e) SDR; (f) SIR; (g) SAR
Speech Enhancement with Local Adaptive Rank-Order Filtering

Tracking algorithm [27] is utilized to calculate local SNRs for the proposed algorithm. This algorithm is able to track fast changes in the local noise power spectrum from a noisy speech signal by using a data-driven recursive estimation of the noise power spectrum. With 95% confidence the results in terms of the performance metrics are presented in Fig. 7. It can be seen that the proposed algorithm yields a better performance in terms of quality measures such as fwSNRseg and ISd than that of the spectral subtraction and Wiener filtering algorithms. This means that the proposed algorithm introduces a lower level of spectral distortion to the processed speech comparing with the spectral subtraction and Wiener filtering algorithms. Furthermore, one can observe that the proposed algorithm is the only one which improves the PESQ value comparing with that of the noisy speech. This improvement is obtained without deteriorating the STOI performance. Note that the proposed algorithm also yields the best result with respect to introduction of artifacts (see SAR performance). Observe that the worst SAR value obtained with the proposed algorithm is about 25 dB whereas the best SAR value obtained with spectral subtraction and the Wiener filtering is about 12 dB. The Wiener filtering suppresses well the noise (the best performance in terms of the SIR) at the price of introducing a high level of artificial artifacts to the processed speech. The latter effect can be clearly seen from the performance of the Wiener filtering in terms of the SAR. The Wiener filtering yields good results in terms of noise reduction and background noise suppression, which are given by SIR and SDR measures. The spectral subtraction algorithm yields the worst results with respect to quality of speech perception and intelligibility. Additionally, this algorithm introduces many artifacts (see SAR performance). Finally, note that the proposed algorithm adaptively processes a noisy speech signal with a good trade-off between the speech quality and intelligibility.

Now, we discuss how to choose the parameters of the proposed algorithm: $S$, $\rho$, $\alpha_1$, and $\alpha_2$. The size $S$ (length of the sliding window) must be chosen at least the double size of a pitch period of speech. The parameter $\rho$ is the probability of occurrence of impulsive outliers. So, $\rho$ can be estimated by calculating the number of impulsive outliers in silence periods of a speaker. To determine appropriate values for $\alpha_1$ and $\alpha_2$, we evaluate the performance of the proposed algorithm with respect to the quality of processed speech (PESQ) and intelligibility (STOI) versus these two parameters. When speech is corrupted with 10 dB additive Gaussian noise, the results are shown in Fig. 4. It can be seen that the best speech quality is obtained for high values of $\alpha_1$ and low values of $\alpha_2$. Note that a reasonable choice for the parameters $\alpha_1$ and $\alpha_2$ is $\alpha_1 = 1.7$, $\alpha_2 = 0.4$, respectively. The proposed algorithm performs better in terms of the fwSNRseg, ISd, PESQ, and SDR than the Wiener filtering and spectral subtraction algorithms. The Wiener filtering yields good results in terms of speech quality and intelligibility. Actually, this filter yields a better performance with respect to noise reduction comparing with other tested algorithms (see the SIR metric). The spectral subtraction algorithm yields the worst results in terms of...
speech quality and intelligibility. This algorithm also introduces a noticeable musical noise that is characterized by the SAR. Note that the proposed algorithm preserves better speech intelligibility given by the STOI.

4 Conclusions

A locally adaptive algorithm for robust speech enhancement was presented. The algorithm is able to recover an undistorted signal from a noisy speech employing a time-variant estimator over a locally adaptive neighborhood. With the help of computer simulations, we showed that the proposed algorithm outperforms the spectral subtraction and Wiener filtering in terms of objective metrics. The proposed algorithm suppresses well additive noise and preserves high speech intelligibility by introducing lower levels of distortion.
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