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Abstract
This paper describes a fuzzy neural network classifier to perform document region classification using features obtained from human visual perception theories. The foundations of the classifier are derived from human visual perception theories. The theories analyzed are texture discrimination based on textons, and perceptual grouping. Based on these theories, the classification task is stated as a texture discrimination problem and is implemented as a preattentive process. Engineering techniques are then developed to extract features for deciding the class of information contained in the regions. The feature derived from the human visual perception theories is a measurement of periodicity of the blobs of the text regions.

This feature is used to design a fuzzy neural network classifier. The results of this work may be a good support for the assertion that visual perception theories may be incorporated into engineering techniques to produce better results.
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1 Introduction
The objective of document image analysis is to extract the information from a document in much the same way as a person would. This means, given a digital document image, perform a segmentation and classification of the blocks of the document (O'Gorman 1995). The document image analysis process has five phases; data capture, pixel-level processing, document segmentation (structural analysis), document classification, and document interpretation (functional layout analysis). These operations are all important because the result of each operation affects the total performance of the system.

However, segmentation can be considered as a major operation in this process. Under the domain of document image analysis, segmentation corresponds to divide the document into possible primitive subsections such as text and picture blocks. Once the document is divided, measurements of specific features are obtained from the blocks. These features are used to classify the blocks into text or pictures. The segmentation and classification process described above is related to structural layout analysis or physical and geometric analysis. Functional layout analysis deals with the classification of the blocks according to the function of the block in the document, like title, byline, abstract, etc., to make a semantic representation of the document. Figure 1 illustrates the document image analysis process, and the main stage addressed in this work is shown in grey. Figure 2 shows an example of structural and functional analysis of a document.

Correct segmentation and classification of blocks can have a much larger effect on the final performance of the system than the other operations at the pixel-level phase because these processes involve decisions concerning large amounts of information in the document. If a document is incorrectly segmented, correct classification may not be possible. If the system reports miss-classification or not classification, the document cannot be further processed, or the system will require human assistance to solve the problem. Human interaction is not desirable in a process.
that is supposed to be automatic. Therefore, there is a specific need to develop effective and precise algorithms to segment and classify blocks. Classification of the document components into blocks of text and pictures increases the performance of the document analysis system since it allows application of appropriate processing to the different parts of the document.

Several methods for document segmentation and classification have been developed (Bloomberg, 1992; Etemad et al., 1994; Fletcher, and Kasturi 1998; Haralick et al., 1973; Jain, and Bhattacharjee, 1984). However, most of them are based only on an engineering approach. This approach makes the methods sensitive to many parameters related to the format of the document. The classification method proposed here is based on human visual perception features that are classified by a fuzzy neural network (Bezdek and Pal, 1992; Boskovitz, and Guterman, 2002; Chung-Hoon F., and L. Changsu, 2001; Vaucher, and 2000). The main objective to use human visual perception theories is to incorporate characteristics of the human visual perception system to obtain a robust system.

The classifier was designed to work for free format document images to test its robustness and the process is over low resolution images, 40 and 50 dpi to prove the power of the method since a human is able to classify a document even if the document is not readable.

![Figure 1: Document Image Analysis Process.](image1.png)

![Figure 2: a)Document, b) Structural, c) Functional analysis.](image2.png)

## 2 Visual Perception Concepts

In this work it is assumed that the document regions have been segmented by a texture variance algorithm (Chacon 1998; Jain et al., 1995; Zhong et al., 1995). Thus, the next step is to decide what kind of information is in each region, text or non-text.

As mentioned before one of the purposes of this research is to incorporate concepts related to human visual perception theories to perform document segmentation and classification. Thus, under this framework the first step is to discover what type of features a person may extract from the images to perform the classification. These features must be robust since the systems must work for free format documents relative to, size, skew, region shape, font, etc.
2.1 Textons and Preattentive Process

There are some theories from the human visual perception field that may be tested to perform document classification. Julesz has investigated how persons can discriminate different textures (Julesz 1975; Julesz et al., 1983). An important concept from Julesz's theories is the concept of textons. Julesz proposes that texture discrimination can be done in a preattentive process through detection of textons. Textons are defined as rectangular, line segments, or elliptical blobs that have specific characteristics like, color, angular orientation, width, length, and movement disparity. The preattentive process can be defined as a parallel process that detects textons differences without a conscious effort making texture discrimination possible. Figure 3 shows an example of how a texture can be discriminated without conscious effort.

Scialfa and Joffe (Scialfa et al., 1995) provide another example of how different textures can be discriminated by detecting general differences present in texture regions.

\[ \text{Total energy} = \zeta_1 |E_{text}(g)|^2 + \zeta_2 |E_{sim}(g)|^2 + \zeta_3 |E_{cont}(g)|^2 + \zeta_4 |E_{text}(g)|^2 \]

Where each element of the equation represents a measurement of a Gestalt principle, and the parameters \( \zeta \) are regularization parameters to weight the contribution of each principle to the grouping.

2.2 Perceptual Organization

The previous works describe how regions with different textures can be discriminated based on texton differences. McCafferty presents another important aspect of the human visual system, perceptual organization (McCafferty et al., 1990). Perceptual organization can be defined as the human visual process of finding relevant structures and groupings in a scene without prior knowledge. An important result of McCafferty's work is that his system developed to implement perceptual organization is based on Gestalt principles. The Gestalt psychology states that shapes involve specific features used by the human visual system to generate grouping, find structure, and generate interrelationships among the shapes. Some of the Gestalt principles are, proximity, similarity, good continuation, closure, etc. These are illustrated in Figure 5. In Figure 5a three vertical lines are perceived because the vertical distance is smaller than the horizontal distance. This is an example of the proximity principle. In Figure 5b four horizontal lines emerge from the grouping because of similarity of the elements. In Figure 5c, two curved lines are perceived, one from top to bottom and other from bottom to top due to good continuation. Good continuation says that the position of the next element is determined by a set of previous elements. Figure 5d illustrates closure which includes good continuation with filling. McCafferty tries to find structures and organization based on the minimization of an energy equation that includes some of the Gestalt principles. The structures are found by obtaining groupings such that the energy represented in equation 1 is minimized.

![Figure 3: Preattentive texture discrimination.](image)

![Figure 4: Texture target detection.](image)

![Figure 5: Gestalt principles. a) Proximity, b)Similarity, c)Good Continuation, d) Closure.](image)
Concerning object discrimination, McCafferty (McCafferty et al., 1990) quotes Triesman who says that preattentive discrimination is possible if there exists a single property difference in the human visual mapping of properties. One possible property used by people to discriminate could be line orientation. This can be related to the concepts stated by Julesz and mentioned before. Julesz says that texture discrimination can be accomplished through the textons and one class of texton is line segments that have specific characteristics like, angular orientation. Figure 6 presents an example of how a target can be discriminated because of line orientation.

Figure 6: Preattentive discrimination, line orientation.

Based on these concepts and considerations, the classifier of a document system can be stated as a preattentive texture classification problem. A texture classification problem because the regions that will be classified, text and non-text, show different texture in a global sight, as shown in Figure 7. A preattentive process, since no available a priori knowledge is assumed.

Figure 7: Text and picture regions.

3 Engineering Techniques to Obtain Features

The problem of document region classification has been stated on human visual perception characteristics. Now the next step is to obtain a measurement of this characteristics, features, that can be used for region classification.

Visual inspection of the images in Figure 8 reveals an important characteristic, the text section shows a set of blobs with specific characteristics. The blobs present similarity, proximity, continuity, and orientation. The blobs in the picture region look more like large uniform regions. These blobs can be related to the textons described by Julesz. Also, the structure generated by the blobs in the text region can be described under the perception organization domain with the principles of the Gestalt theory.

Figure 8: Augmented sections of text and picture regions.

3.1 Detection of Texton Organization

One way to detect the structure of the blobs (textons) lines with orientation, is applying the Hough transform. According to the definition of textons by Julesz, they can be rectangular, line segments, or ellipses. These shapes can be extracted by various forms of the Hough transform.

The Hough transform is a mapping from the \((x,y)\) plane to the parameter space (Gloger 1992). For the purpose of this research, the Hough transform for line detection is sufficient. Equation 2 defines the Hough transform for line detection.

\[
x \cos \theta + y \sin \theta = \rho
\]
different directions but the blobs are strongly organized into lines of text, thus most of the lines present a specific orientation, meanwhile in the picture region a large number of lines can be traced in different directions without any specific tendency. Figure 10 shows a typical pattern of \( \theta c \) for text and picture regions.

3.2 Feature Dimension Reduction

From Figure 10, it is obvious that \( \theta c \) of the text region is different from the \( \theta c \) of the non-text region. \( \theta c \) of text regions exhibits a quasi-periodic signal. The frequency depends on the interline spaces and the number of peaks is a function of the number of lines in the region selected. Since \( \theta c \) can characterize the two classes of regions, the following step is to compute a feature from \( \theta c \) that allows the discrimination of the regions. At first sight, periodicity is the most obvious characteristic in \( \theta c \). Several signal processing techniques were used to extract a measurement of periodicity present in \( \theta c \); Fourier transform, Cepstrum, Autocorrelation, and Power Spectral Density (PSD). An analysis of the features obtained from the previous transformation concluded that the transformation that drew the best results turned out to be the PSD. For large text regions the PSD shows a significant peak as a consequence of the frequency content of the region and for non-text the spectrum is almost flat, revealing absence of frequency content. Thus, the features considered to classify text region and picture regions are the peak magnitude of the PSD of \( \theta c \) and its index.

Based on the distributions of the samples and that the classifier is based on a preattentive process, the classification problem was stated as the classification of two types of regions: large text regions, LTR, more than one line of text as class 1, C1, and other regions, pictures, one line of text, one word, and one line, non-LTR class 2, C2. This decision is strongly supported by perception theories since one line of text and one word do not present the features presented in a large text region, line periodicity and orientation.

3.3 Biasing the Hough Transform

One of the disadvantages of the Hough transform is that it is computationally expensive. In order to reduce the computational time of the Hough transform, it is computed only over a section of the region that will be classified.

Therefore, a sampling procedure was chosen. The sample of the Hough transform to obtain the features of the region is computed only in a section of the region. In order to obtain more information about possible horizontal lines in the region, the Hough transform is computed over a rectangular section of size 32 x 64 pixels. This window biases the Hough transform reducing the amount of 'traces of vertical lines in text regions and reinforcing the principle of proximity as shown in Figure 11.
contains second largest number of black pixels. The classification test is performed using only the magnitude of the PSD of $6c$ since this feature seems stronger than the index. This can be verified by looking at the distributions of magnitude and index, Figure 13. The thresholds considered to make the classification are 0.2 and 0.8. These thresholds were selected from the class distributions by visual inspection of Figure 13a and 13b. The results of this classification experiments are shown in Table 1.

![Figure 11: Reinforcement of proximity using a rectangular window.](image)

Using the rectangular window, presence of horizontal lines is reinforced. At this point a new problem arises, what section of the region would be used to compute the Hough transform? The easiest solution is to select the section starting from the position of the seed. The seed is the first point inside of the region used to extract the information from the region. However, this draws some problems because of the shapes of the regions. For example the seed can be in a position such that just a few points of the region are used to compute the Hough transform as illustrated in Figure 12. Another solution is to use several sections. The problem of this solution is that it increases the computational time.

![Figure 12: Problem if the position of the seed for the window is used.](image)

The solution chosen was to make a visual classification test using information of three sections. The section from the seed, the section that consists of the quadrant of the region that contains the most black pixels, and the quadrant that contains second largest number of black pixels. The classification test is performed using only the magnitude of the PSD of $6c$ since this feature seems stronger than the index. This can be verified by looking at the distributions of magnitude and index, Figure 13. The thresholds considered to make the classification are 0.2 and 0.8. These thresholds were selected from the class distributions by visual inspection of Figure 13a and 13b. The results of this classification experiments are shown in Table 1.

![Figure 13a: Scattered graphs of the new class, Peak magnitude of Class 1.](image)

![Figure 13b: Scattered graphs of the new class, Peak magnitude of Class 2.](image)

<table>
<thead>
<tr>
<th>Table 1: Classification by Section.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification by section</td>
</tr>
<tr>
<td>Section Used</td>
</tr>
<tr>
<td>1 Seed Section</td>
</tr>
<tr>
<td>2 More Black Pixel Section</td>
</tr>
<tr>
<td>3 Second Section With More Black Pixels</td>
</tr>
<tr>
<td>4 Using 1 &amp; 2</td>
</tr>
<tr>
<td>5 Using 1 &amp; 3</td>
</tr>
<tr>
<td>6 Using 2 &amp; 3</td>
</tr>
<tr>
<td>7 Using 1 &amp; 2 &amp; 3</td>
</tr>
</tbody>
</table>
The total number of samples was 209, 79 were of large text regions and 130 of non-text regions. The best results considering total correct classification correspond to the experiment 3 and 7. Experiment 3 was selected since experiment 7 requires the computation of three sections increasing the computation time.

The complete process to obtain the features of $\theta c$, magnitude and index of maximum peak of $\theta c$, is illustrated in Figure 14. The first step is to binarize the region. The second step is to locate the second section of the region with more black pixels. To find this section the region is divided in four sections, and the number of black pixels are counted in each section. The third step is to compute the Hough transform. The fourth step is to find $\theta c$ and multiply $\theta c$ by a Hamming window defined by equation 3, centered at the maximum value of $\theta c$.

$$W_{ham} = \begin{cases} 0.54 - 0.46 \cos(2\pi n/(N-1)) & 0 \leq n \leq N - 1 \\ 0 & \text{elsewhere} \end{cases}$$

The windowing process objective is to reduce the presence of artifacts in the Fourier transform. Then power spectral density is computed and normalized, and the DC value is set to zero. The PSD is differentiated to find the peaks by detecting changes of slope from positive to negative. From these peaks, the maximum peak is selected. The approximation used to compute the derivative is:

$$x'(n) = \frac{x(n) - x(n-1)}{T}$$

Now that the features and the procedure to obtain the features have been defined, the next step is to design the classifier.

4 Classifier Design

The classifier designed is an artificial fuzzy neural network (AFNN). AFNN has been used with good results in recognition and classification problems (Mohamed, and JN Yongesa, 2002; Xiaocou, Xinbo, Jiazhuang, and Hongliang, 2002). The basic idea of using a AFNN is that in some cases it is better to train a neural network to produce intermediate results, preserve generalization, and not to overtraining the network to produce final results (Masters 1993). Final results are computed by a postprocessing module. This module is designed to resolve the uncertainty present in the outputs of the network. There are two main advantages by proceeding in this way. One is that the training stage will be easier since the network will have to approximate just the result. Consequently, the training is faster. The other advantage is versatility.

Versatility in the sense that if different but related results are desired, it is not necessary to train the network again. Only the postprocessing module needs to be updated. One advantage of this process, as with some other issues related to artificial neural networks, is that there does not exist analytical foundations to define where to stop the training of the neural network. Therefore, several networks were trained for different sum of squared errors (SSE). Only the networks with better performance are described.

The architecture of the AFNN is as follows:

Input vector $X = [\text{peak magnitude}, \text{index}]$

Layers: 5:15:2

Activation function: $f(\text{net}) = \frac{1}{2(\exp(-\text{net}))} - 1$

Outputs: two

The architecture 5:15:2 was defined by experimental analysis of performance of different architectures.

The magnitude was already normalized, so it was decided to normalize the index element to avoid traversing long valleys in the index dimension, since the neural networks are trained with the backpropagation algorithm (a gradient
The normalization of the index values is performed by a Min-Max approach

\[ q' = \left[ (q - \text{min1}) / (\text{max1} - \text{min1}) \right] (\text{max2} - \text{min2}) + \text{min2} \]  

(5)

where \( q \) represents the original value to normalize, \( q' \) is the new value, \( \text{min1} \) and \( \text{max1} \) are the minimum and maximum values of \( q \), and \( \text{min2} \) and \( \text{max2} \) are the new minimum and maximum limits.

The uncertainty of the neural network outputs is managed through fuzzy logic operations related to fuzzy sets. Fuzzy sets and fuzzy logic are extensions of crisp set and two-valued logic. A fuzzy set is a generalization of a crisp set by generalizing the range of the membership function, or characteristic function defined as \( \mu_c(x) \) (Dubois and Prade, 1988) which is a generalization of the indicator function \( I_c(x) \). The membership function maps the range of the crisp set, \( \{0, 1\} \) to the unit interval \( (0, 1) \).

\[ I_c(x) = \begin{cases} 1 & \text{if } x \in C \\ 0 & \text{if } x \notin C \end{cases} \]  

(6)

\[ \mu_D(x) : U \rightarrow (0, 1) \]  

(7)

Thus a fuzzy set \( D \) in the universe of discourse \( U \) is defined as a set of ordered pairs

\[ D = \{ (x, \mu_D(x)) \mid x \in U \} \]  

(8)

\( \mu_D(x) \) defines the degree of membership of the element \( x \) to the fuzzy set \( D \).

The design of this fuzzy neural network starts by training the network to keep generalization. Several fuzzy neural networks were designed and tested but just the most important experiments are described.

Generalization is achieved by setting a high sum of squared error SSE. A fuzzy processor is then used to implement the decision rule. The first experiment, neural network 8a, was trained for an SSE of 18 corresponding to 6 samples incorrectly classified. The fuzzy postprocessing decision rule is implemented as follows.

Assume that the target vectors for the neural network are

\[ c_1 = [ -9 \quad 9 ]^T \quad \text{and} \quad c_2 = [ 9 \quad -9 ]^T \]

Define the fuzzy set \( I \) with the membership function \( \mu_I(x) \), by an \( S \)-curve

\[ S(x; \alpha, b, y) = \begin{cases} 0 & \text{if } x \leq \alpha \\ 2(1 - \alpha)(y - \alpha)^2 & \alpha \leq x \leq \beta \\ 1 - 2(x - \alpha)(y - \alpha)^2 & \beta \leq x \leq b \\ 1 & \text{if } x \geq y \end{cases} \]  

(9)

and fuzzy set \( -I \) with membership function \( \mu_{-I}(x) \) by

\[ 1 - S(x; \alpha, b, y) \]  

(10)

Figure 15 illustrates the fuzzy sets \( \mu_I(x) \) and \( \mu_{-I}(x) \). Given the outputs of the network, \( O_1 \) and \( O_2 \), obtain the membership of \( O_1 \) to the fuzzy set \( I \), \( \mu_I(O_1) \), the membership of \( O_1 \) to the fuzzy set \( -I \), \( \mu_{-I}(O_1) \), the membership of \( O_2 \) to the fuzzy set \( I \), \( \mu_I(O_2) \), and the membership of \( O_2 \) to the fuzzy set \( -I \), \( \mu_{-I}(O_2) \).

Now compute the membership value of the feature vector \( x \) to class one \( \mu_{-I}(x) \), and to class two, \( \mu_{-I}(x) \). The feature vector \( x \) has a high membership value to class \( I \) as \( O_1 \) tends to \( -I \) and \( O_2 \) tends to \( I \). In the same way, the feature vector \( x \) has a high value membership to class 2 if \( O_1 \) tends to \( I \) and \( O_2 \) tends to \( -I \), according to the target vectors. These membership values are obtained by fuzzy addition as follow.

\[ \mu_{-I}(x) = \mu_{-I}(O_1) + \mu_{-I}(O_2) - \mu_1(O_1) \mu_2(O_2) \]  

(11)

and

\[ \mu_{-I}(x) = \mu_1(O_1) + \mu_2(O_2) - \mu_1(O_1) \mu_2(O_2) \]  

(12)

Finally the decision rule is

\[ \text{If } \mu_{-I}(x) \leq \mu_{-I}(x) \text{ decide class 1} \]  

\[ \text{Else decide class 2} \]

The performance of this network was 94.08% correct classification.

The next experiments were to train neural networks for a larger SSEs allowing more generalization. Experiment 8b is a neural network trained for an SSE of 72 corresponding to 21 samples incorrectly classified. Experiment 8c is a neural network trained for an SSE of 140 corresponding to 42 samples incorrectly classified. The percentage of correct classification is 95.3 and 95.06 for the experiment 8b and 8c respectively. These findings now indicate that training the neural network up to some SEE draws better generalization and using a fuzzy process to solve the network uncertainty produces a better classifier.

The last experiment performed with the fuzzy neural network, experiment 8m, incorporates a weight to the risk
for incorrect classification of class 1 samples as class 2.(c2/c1). The risk cost was incorporated in the fuzzy process by means of a hedge. A hedge is basically a membership function modifier. The objective of the hedge is to transform a membership function such that the new membership function better represents a linguistic characteristic. The hedge used in this experiment is of the form

$$\mu_2^\eta(x)$$

(13)

where $\eta$ has values greater than 1. This type of hedge will decrease the membership function as shown in Figure 16. In order to decrease the error (c2/c1), penalize this error, the hedge is applied to the membership function $\mu_1(x)$ to compute the value of $\mu_2(O_1)$ and to $\mu_2(x)$ to compute $\mu_2(O_2)$. The function $\mu_1(x)$ to compute $\mu_2(O_1)$ and $\mu_2(x)$ to compute $\mu_2(O_2)$ stay unchanged. The value of $\eta$, in equation 13, tested was 1.5, 2, and 3. The fuzzy membership functions with the hedge operator used to make the decision are shown in Figure 17.

Figure 16: Original membership function and the function after the hedge operator.

The results of the experiment using a hedge were similar to the experiments 8b. It can be observed that adding a risk cost to the classifier does not improve its performance.

Figure 18.2 summarizes the best fuzzy neural network. The results are based on 512 samples.

Figure 19 illustrate some examples of document images after classification with the fuzzy neural network classifier. LTR regions are marked with gray color and non-LTR with black.

5 Conclusions

The method developed in this research is a novel method for document region classification. The main breakthrough is that the method is based on human visual perception theories that makes this method very different from another methods. The method simulates in some way a human behavior for document region classification. It works with low resolution document images (40 and 50 dpi), and free format documents, yielding a robust system for document region classification.

This work has proved that more robust document region classification systems may be developed if human visual perception theories are incorporated in the design. The system described here may be faster than systems derived from traditional methods since this method works with low resolution images. Working with low resolution images reduces the amount of information that is processed. Also, since the system is based on human visual perception theories, it incorporates some of the robustness of the human system.

The fuzzy neural network classifier was tested on 40 different document images yielding a 95.7% of correct classification. An important conclusion can be drawn from the analysis of the results of the classifier that penalizes the error of classification. Since a cost for error classification was incorporated and the results do not change significantly, it may indicate that the classification errors are directly related to the quality of the images. Therefore, it can be concluded that the classifiers are operating in their performance boundary. In other words, optimal classification for low resolution images was achieved. One possible way to improve the classification rate is to try to improve the quality of the images or increase the resolution to reduce segmentation errors and obtain better information inside the regions. This, of course, will increase computational time.

Figure 18. Best fuzzy ANN classifier final results
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