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Abstract

There are different approaches to study time evolving systems (dynamic systems theory, temporal series modelling, statistical analysis, etc.). The aim is to compare sequences representing system behaviour in order to identify similar situations. Although, the comparison of time series has been extensively treated in different fields as signal processing, statistical analysis or dynamical programming, it is still an open issue.

The identification of qualitative sequences for process diagnosis offers the possibility to monitor complex systems using reasoning mechanisms based on knowledge extracted from previous sequences. For instance process diagnosis based on symptoms (described by sequences) could be defined by reusing past experiences; (association between sequences and its diagnosis). Typical tools used with this purpose are expert systems or learning schemas built on the CBR (Case Based Reasoning) concept. A more extended explanation of CBR methodology and foundations can be consulted in (Aamodt and Plaza, 1994), (Lenz M. et al., 1998). The application of this approach to industrial process suffers from the drawback that heuristic knowledge is easily represented by symbols whereas process acquisition systems provide monitoring systems with numerical data. Consequently, knowledge based decision systems are usually forced to work in a higher level of abstraction using symbolic variables instead of raw data coming from sensors. Thus, the existence of qualitative representation strategies to interface systems with decision systems is being treated in the literature (Colomer et al., 1997), (Colomer J., 1998), (Struss P., 2002). Assuming the existence of those qualitative descriptions, next step is to define similarity metrics to identify similar symptoms in order to fire rules or to
retrieve cases representing similar behaviours in order to assess the process behaviour.

This study considers both numeric and qualitative sequences and evaluates different criteria to measure the similarity between sequences. Although, emphasis is done in the evaluation of similarity algorithms, the conversion of numeric times series into sequences of qualitative episodes is also treated because both concepts are strongly tied. This is the case of the representation language described in (Agrawal et al., 1995b) based on the definition of a language (SDL) represent sequences of data by means of shapes allowing a fuzzy retrieval.

Three main approaches are evaluated in this work in order to deal with similarity problem in time sequences. Two of them are based on the principles of Dynamic Time Warping algorithm. Both strategies are discussed and applied to recognize behaviours in specific domains: DTW is applied to a tank system diagnosis and retrieval of registers of perturbations gathered in an electric distribution substation. The third approach defines a new index to deal with the problem of the Longest Common Subsequence (LCS). The analysis of a semiquantitative model of logistics growth with delay is used to test this approach.

This paper is organized as follows: Related work are described in section 2, special attention to Shape Definition Language (SDL) and the problem of the Longest Common Subsequence (LCS) is given. In section 3, Dynamic Time Warping (DTW) algorithm and variations of it are summarized. In section 4, applications of DTW are presented. Section 5 introduces the Qualitative Similarity Index (QSI), section 6 present a theoretical study of noise sensitivity and section 7 computes this sensitivity in a practical sample. The last section presents the conclusions and future works.

2 Related Work

There has been many works on comparison of time series.

A time sequence $\bar{x}$ of length $n$ can be considered a point in a $n$-dimensional space. The natural approach to the similarity problem is to apply existing multi-dimensional indexing. But this techniques suffer the dimensionality curse: only works when the number of dimensions is low (usually 15). The normal length of time series makes impossible to index the complete sequence.

To overcome this problem a popular solution is dimensionality reduction, the sequence is replaced by a subset of values. The distance between the new series representations and the original series must be preserved. An index with the subset of values extracted from the comparison of time series.

One of the older techniques of dimensionality reduction is transform the series from the time domain to frequency domain by means of a transform function, based on the Euclidean distance preservation stated in the Parseval’s theorem and the results of (Oppepsiemi et al., 1975).

The indexation of the first coefficients of the Discrete Fourier Transform, DFT, was the method, called $F$-index, presented in (Agrawal et al., 1993) and (Rafiei and Mendelzon, 1998). The index was constructed with a $R^*$-tree, (Beckmann et al., 1990). Some works extend this technique to subsequence matching as (Faloutsos et al., 1994).

From other perspective, there are papers that let the user to define the concept of similarity. A set of geometric transformations, as moving average, time warping or time scaling, are used in (Goldin and Kanellakis, 1995),(Rafiei and Mendelzon, 1997) and (Rafiei 1999).

(Chan and Wai-chee, 1999) propose using Haar transform, from the Discrete Wavelet Trasform (DWT) family, instead of DFT. There is no advantage of this approach over DFT as was established in (Wu et al., 2000).

Other great group of works propose the selection of a set of the original values of the time series as representation of the series. (Keogh and Smyth, 1997) and (Keogh and Pazzani, 1998) select a piecewise linear segmentation. (Keogh and Pazzani, 2000) and (Yi and Faloutsos, 2000) use an approximation to the original series using constant segments, and finally (Keogh et al., 2001) continues this work with an adaptative method to compute the length of segments.

Applying the concepts from human perception the landmark model identify the important points in a time series. The method define a $n$-th order landmark as a point where the $n$-th derivative is zero. Some landmarks are removed from the set of representing values if they are to close to other landmarks. This model was introduced in the paper (Perng et al., 2000).

There is an important number of works based on Dynamic Time Warping. A deep review of these papers is made in following sections.

In the paper (Cheung and Stephanopoulos, 1990), the study of series with different time scales from a qualitative perspective is proposed.

(Jagadish et al., 1995) presents a domain independent framework to manage similarity. The framework is composed by a pattern language, a transform rules language and a query language.

From a new perspective, (Shatky and Zdonik 1996) present a domain independent framework for time series indexing and retrieval.
Bézier, polynomial and linear functions.

(Kahveci et al., 2001) and (Kahveci et al., 2002) focus their works on similarity of multi-attributes sequences.

There are other papers covering specialized versions of the similarity problem from continuous queries to parallel algorithms. Here we have presented a short review of papers related with time series similarity and a deeper analysis can be found in (Cuberos et al. 2002).

In the next subsections we will see the SDL language and LCS algorithm due its key paper in the definition of the QSI approach.

2.1 Shape Definition Language (SDL)

This language proposed in (Agrawal et al., 1995b) is very suitable to create queries about the evolution of values or magnitudes along the time. The method consists of the conversion of the series into a string of symbols.

The fundamental idea in SDL is to divide the range of the possible variations between adjacent values in a collection of disjoint ranges, and to assign a label for each one of them. Figure 1 represents a sample division into three regions of the positive axis.

![Sample of range division](image1)

The first work applying LCS and transformations functions to time series is (Das et al., 1997). Later, it was extended to multidimensional trajectories in (Vlachos et al., 2002).

2.2 Longest Common Subsequence (LCS)

Working with different kinds of sequences, one of the most used similarity measures is the Longest Common Subsequence (LCS) of two or more given sequences. LCS is a longest collection of elements which appears in both sequences and in the same order.

The algorithms to compute LCS are well known and a deeper analysis of them is detailed in (Paterson and Dancik, 1994).

Our interest in LCS come from:

- The SDL language generates a string of symbols from the original time series, so it is possible to apply the LCS algorithm to find a “distance” between two time series, abstracting the shapes of the curves.
- The LCS is a special case of the Dynamic Time Warping (DTW) algorithm reducing the distance increment of each comparison to 0 or 1 depending on the presence, or absence of the same symbol. So LCS inherits all the DTW features.

3 Dynamic Time Warping Algorithm and Variations

Most of algorithms that try to measure similarity between time use the Euclidean distance or some variation in order to provide a distance between sequences. However, Euclidean distance could produce an incorrect measure of similarity because it is very sensitive to
to solve this inconvenience is Dynamic Time Warping (DTW), this technique uses dynamic programming (Sakoe and Chiba, 1978), (Silverman and Morgan, 1990) to align time series with a given template so that the total distance measure in minimized (Figure 3). DTW has been widely used in word recognition to compensate the temporal distortions related to different speeds of speech. Next, a brief notion of DTW is described. Given two time series $X$ and $Y$, of length $m$ and $n$ respectively

$$X = x_1, x_2, \ldots, x_i, \ldots, x_m ; Y = y_1, y_2, \ldots, y_j, \ldots, y_n \quad (1)$$

To align the two sequences, DTW will find a sequence $W$ of $k$ points on a $m$-by-$n$ matrix where every element $(i, j)$ of the matrix contains the local distance $d(x_i, y_j)$ between the points $x_i$ and $y_j$. This is illustrated in (Figure 4). The path $W$ is a contiguous set of matrix elements that minimize the distance between the two sequences.

$$W = w_1, w_2, \ldots, w_k \quad \text{max}(m, n) \leq k \leq m + n \quad (2)$$

$$w_k = [i_k, j_k] \quad (3)$$

where $i_k$ and $j_k$ denote the time index of trajectories $X$ and $Y$ respectively. In order to find the best path $W$, some constraints on the matching process are considered:

- Constraints at the endpoints of the path, $w_1 = [1, 1]$ and $w_k = [m, n]$.
- Continuity constraints, matching paths cannot go backwards in time, this is achieved forcing $i_{k+1} \geq i_k$ and $j_{k+1} \geq j_k$.

The path is extracted by evaluating the cumulative distance $D(i, j)$ as the sum of the local distance $d(x_i, y_j)$ in the current cell and the minimum of the cumulative distances in the previous cells. This can be expressed as:

$$D(i, j) = d(x_i, y_j) + \min[D(i - 1, j - 1), D(i - 1, j), D(i, j - 1)] \quad (4)$$

Several modifications of this technique have been introduced in order to apply the method in several situations. In (Keogh and Pazzani, 1999) a modification of DTW is introduced to operate on a higher level of data abstraction through a piecewise linear representation. (Keogh and Pazzani, 2001) consider a higher level feature of shape considering the first derivative of the sequences. (Caiani et al., 1998) adapt the DTW approach to the analysis of the left ventricular volume signal for an optimal temporal alignment between pairs of cardiac cycles. (Vullings et al., 1998) implement a piecewise linear approximation and segment the signal into separate heartbeats. DTW also is used in (Kassidas et al., 1998) to synchronise batch process trajectories in order to reconcile timing differences among them.

### 3.1 Derivative Dynamic Time Warping-DDTW

The weakness of DTW is in the features it considers. It only considers a data points $Y$-axis value. For example if we consider two data points $(x_i, y_j)$ which have identical values, but $x_i$ is part of a rising trend and $y_j$ is part of a falling trend. DTW considers a mapping between these two points ideal, although intuitively we would prefer not to map a rising trend to a falling trend.

To prevent this problem, in (Keogh and Pazzani, 2001), a modification of DTW was proposed. It does not consider the $Y$-values of the data points, but rather considers the higher level feature of “shape”. Information about shape consists in the first derivative of the sequences; this algorithm was called Derivative Dynamic Time Warping (DDTW). As before we construct an $n$-by-$m$ matrix where the $(i_{th},j_{th})$ element of the matrix

\begin{align*}
W = w_1, w_2, \ldots, w_k \quad \text{max}(m, n) \leq k \leq m + n \\
w_k = [i_k, j_k] \\
\text{where } i_k \text{ and } j_k \text{ denote the time index of trajectories } X \text{ and } Y \text{ respectively. In order to find the best path } W, \text{ some constraints on the matching process are considered:}

- \text{Constraints at the endpoints of the path, } w_1 = [1, 1] \text{ and } w_k = [m, n].
- \text{Continuity constraints, matching paths cannot go backwards in time, this is achieved forcing } i_{k+1} \geq i_k \text{ and } j_{k+1} \geq j_k.

The path is extracted by evaluating the cumulative distance } D(i, j) \text{ as the sum of the local distance } d(x_i, y_j) \text{ in the current cell and the minimum of the cumulative distances in the previous cells. This can be expressed as:}

\[
D(i, j) = d(x_i, y_j) + \min[D(i - 1, j - 1), D(i - 1, j), D(i, j - 1)]
\]

Several modifications of this technique have been introduced in order to apply the method in several situations. In (Keogh and Pazzani, 1999) a modification of DTW is introduced to operate on a higher level of data abstraction through a piecewise linear representation. (Keogh and Pazzani, 2001) consider a higher level feature of shape considering the first derivative of the sequences. (Caiani et al., 1998) adapt the DTW approach to the analysis of the left ventricular volume signal for an optimal temporal alignment between pairs of cardiac cycles. (Vullings et al., 1998) implement a piecewise linear approximation and segment the signal into separate heartbeats. DTW also is used in (Kassidas et al., 1998) to synchronise batch process trajectories in order to reconcile timing differences among them.

\[
\text{Figure 3: Two signals with similar shape. a) Euclidean distance b)DTW}
\]

\[
\text{Figure 4: An example warping path.}
\]
With DDTW the local distance measure is the square of the difference of the estimated derivatives of \( x_i \) and \( y_j \). While there exist sophisticated methods for estimating derivatives, particularly if one knows something about the underlying model generating the data, we use the following estimate for simplicity and generality:

\[
D_p[x] = \frac{(x_i - x_{i-1}) + ((x_{i+1} - x_{i-1})/2)}{2} \\
1 < i < m
\]

This estimation is simply the average of the slope of the line through the point in question and its left neighbor, and the slope of the line through the left neighbor and the right neighbor. Empirically this estimation is more robust to outliers than any estimation considering only two data points. Note the estimation is not defined for the first and last elements of the sequence. Instead we use the estimates of the second and penultimate elements respectively.

### 3.2 Combining DTW and Episodes based Representations - EpDTW

Representations by means of episodes provide a good tool for situation assessment. On the one hand, uncertainty, incompleteness and heterogeneity of process data make the qualitative reasoning a good tool. On the other hand, reasoning not only with instantaneous information, but with historic behaviour of processes is necessary. Moreover, since a great deal of process data is available for the supervisory systems, to abstract and use only the most significant information is required. The representation of signals by means of episodes provides an adequate response to these necessities.

The general concept of episode was introduced in the field of qualitative reasoning by (Williams, 1986), who defined an episode as a set of two elements: a time interval, named temporal extent and a qualitative context, providing the temporal extension with significance. This definition allows defining an episode as explicitly as the qualitative context.

The formalism described in (Meléndez and Colomer, 2001) extend previous formalism to both qualitative and numerical context in order to be more general. It means that allows building episodes according to any feature extracted from variables. According to this formalism, a new representation allows to describe signal trends depending on the second derivative, that can be computed by means of a band-limited FIR differentiator (Colomer and Meléndez, 2001) in order to avoid noise amplification. The qualified first derivative at the beginning and end of each episode is used in order to obtain a more significant representation. Then, a

Other proposed modification of the DTW algorithm consists on apply DTW not in original time series but in its episodes based representations. The representation of a sequence as episodes reduces the calculation time by decreasing the amount of manipulated data. Likewise, the qualitative character that defines an episode avoids the problem of the variability in the Y-axis. Therefore DTW can be used to align episodes to obtain a global distance. The problem is to define a local distance between episodes. In this sense, a chart of distances has been defined where the 13 types of episodes described above are related. Distances are based on the qualitative state and auxiliary characteristics that define the different types of episodes (Figure 6). However, these local distances could be subject to the criterion of the user, so one could give more importance to some episodes concerning another obtaining a different global distance and preserving the essential features of the process signal. This way, a new approach (EpDTW) of the DTW algorithm is created using episodes as a higher level representation of the signal.

### Figure 5: Useful set of episodes

It is necessary to keep in mind that compared sequences could have different duration. This fact complicates the generalisation of the proposed technique. In the next example the length of the analysed sequences is different although not too dissimilar.

### 4 DTW/DDTW/EpDTW Applications

As application examples DTW and DDTW have been used in order to compare electric perturbations known as voltage sags (see example 1). In a second exam-
ple $EpDTW$ has been used in a laboratory plant for diagnosis purposes (see example 2).

4.1 Example 1

Standard definition of sags is based on the minimum rms value obtained during the event and its duration is the time interval between the instant when the rms voltage crosses the voltage sag threshold (usually 90% of nominal voltage) and the instant when it returns to normal level (Bollen, 2000). A three-phase voltage sag is shown in Figure 7.

![Figure 7: a) Example of a three-phase voltage sag b) rms voltage](image)

An important sag feature known as characteristic voltage (Arrillaga et al., 2000) can be obtained from the voltage magnitude and the voltage phase angle of the three phases. The characteristic voltage is the main indicator of the severity of the event. The absolute value (magnitude) of the characteristic voltage is comparable to the r.m.s. voltage for single-phase measurements and should be used to determine duration and retained voltage from three-phase measurements. In this work, characteristic voltage has been used to apply the $DDTW$ algorithm in order to find similarity criteria among a set of sag registers, see Figure 10.

The example shows the comparison between a new sag ($SALT_{18}$) and the stored sags in order to retrieve the most similar one taking also into account the diagnostic (location and origin) of previous sag. Figure 8 and Figure 9 show the results obtained after applying $DTW$ and $DDTW$ respectively. Comparing both methods it was concluded that $DDTW$ finds more similarity between the compared sag ($SALT_{18}$) and the stored ones.

![Figure 9: Similarity results using DDTW](image)

Figure 9: Similarity results using DDTW

Comparison between $SALT_{18}$ and $SALT_{4}$ has been made; Figure 10 shows the $DTW$ and $DDTW$ applied to both signals. As was explained before, each matrix element $(i, j)$ corresponds to the alignment between the points $x_i$ and $y_j$. This is illustrated in Figure 11, where path $W$ is a contiguous set matrix elements that defines a mapping between $X$ and $Y$. Look that path taken by the $DTW$ is longer that the $DDTW$ path.

4.2 Example 2

As application example, the $EpDTW$ approach has been used in a laboratory plant for situation assessment purposes. In this plant (See Figure 12), level in tank A is controlled by means of a PID controller by pumping water from a reservoir (tank B). Monitored process variables are the level in tank A and the control signal (pump). Three valves ($V_1,V_2$ and $V_3$) can be handled in order to simulate obstructions and leakages. Then several situations are possible by appropriate combination of opening and closing valves. Additionally, system dynamics can by slightly modified by filling or emptying the reservoir with external water. Then, input and output of external water in tank $B$ are also interesting situations to be detected.

The experiments have been developed under the ass...
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common situations this set is composed by 29 registers (Figure 14). The assessed situation is divided in three parts: part of plant, component and diagnosis. The first field corresponds to the part of plant or operation that is being affected, in this case input of water or output of water. The second field points out the affected component of the plant, and in the last field, the corresponding diagnosis is indicated. In order to check the

methodology, each one of the 29 registers is compared with the other ones. Then, 841 similarity measures are carried out considering the pattern composed by the level and control signals. Similarity between symptoms (obtained by means of EpDTW) gives a normalized value where zero corresponds to identity. Then, similarity between registers is obtained with the average of the similarity for the two symptoms since for this process the two signals are considered with the same weight. From a general point of view, if the 29 registers are analyzed by ordering the value of similarity obtained concerning the rest of registers, it can be deduced that a threshold of 0.1 allows to obtain enough cases to do a correct situation assessment.

In a detailed example (Figure 15) the retrieved cases after comparing the register 15 with the rest are shown. The first line shows the register number while the similarity (less than 0.1) with respect to register 15 can be observed below. It can be considered that the tested register is a new register or that it already exists in the set of registers.

Thus, changes in the configuration of valves are only performed when process is in steady state. The monitoring system will be able to assess such situations and diagnose about the origin of misbehaviours according to the behaviour of measured signals described by sequences of episodes (Figure 5).

As example, a reduced set of registers has been built by obtaining the sequence of episodes for the two monitored variables in a time window of 70 seconds and the corresponding description of the situation. An example of an obstruction and its restoration for the level signal is showed in Figure 13. After testing the most
doesn’t exist in the set of registers. So, the register 15 yields 6 cases with an inferior distance to 0.1 as result. The two more similar registers (13 and 14) offer different symptoms, nevertheless, the register 13 corresponds to a situation obtained by the restoration of a previous obstruction. Considering the monitory procedure, this obstruction hasn’t existed previously and therefore the registers (13 and 11) are discarded. Analyzing the frequency of the remaining cases, 3/4 corresponds to pump leakage or input pipe leakage on tank A, therefore this is the offered assessment. If previous states are not kept in mind, the cases corresponding to restoration of previous obstructions they must be considered. Now, evaluating the frequency, 4/6 indicates problems in input of tank A, while the remaining 2/6 points out problems in the output. From the cases related to input, all cases indicate that the failure is located in the pump or pipe. So, this would be the proportioned diagnosis, with probability that the failure is caused for leakage.

<table>
<thead>
<tr>
<th>Reg.</th>
<th>13</th>
<th>14</th>
<th>11</th>
<th>16</th>
<th>17</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dist.</td>
<td>0.0333</td>
<td>0.0333</td>
<td>0.0639</td>
<td>0.0639</td>
<td>0.0681</td>
<td>0.0806</td>
</tr>
</tbody>
</table>

Figure 15: Retrieved registers and similarity for register 15

5 Qualitative Similarity Index (QSI)

The idea of this index is the inclusion of qualitative knowledge in the comparison of time series. It is proposed a measure based in the matching of qualitative labels that represent the evolution of the series values. Each label represents a range of values that may be assumed as similar from a qualitative perspective. Different series with a qualitatively similar evolution produce the same sequence of labels.

The proposed approximation performs better comparisons than previously proposed methods. This improvement is mainly due to two characteristics of the index: it maximizes the exactness because it is defined using all the information of the time series, although there is always information loose in the process; and on the other hand, it focuses the comparison on the shape and not on the original values because it considers the evolution of groups as similar. It is interesting to note that we suppose that the time series are noise free and with a linear and monotonic evolution between samples.

Let \( X = \langle x_0, ..., x_f \rangle \) be a time series. Our proposed approach is applied in three steps. First, a normalization of the values of \( X \) is performed, yielding \( \tilde{X} = \langle \tilde{x}_0, ..., \tilde{x}_f \rangle \). Using this series we obtain the difference series, which is translated to a string \( S_X = \langle c_1, ..., c_{f-1} \rangle \). The similarity between two time series is calculated by means of the comparison of the two strings obtained from them, applying the previous transformation process, and then using the LCS algorithm. The result is used as a similarity measure between the original time series.

5.1 Normalization

Keeping in mind the qualitative comparison of the series, it is made a normalization of the original numerical values in the interval \([0,1]\). This normalization is carried out to allow the comparison of time series with different quantitative scales.

Let \( X = \langle x_0, ..., x_f \rangle \) be a time series, and let \( \tilde{X} = \langle \tilde{x}_0, ..., \tilde{x}_f \rangle \) be the normalized temporal series obtained from \( X \), as follows:

\[
\tilde{x}_i = \frac{x_i - \min(x_0, ..., x_f)}{\max(x_0, ..., x_f) - \min(x_0, ..., x_f)}
\]

where \( \min \) and \( \max \) are operations that return the minimum and maximum values of a numerical sequence, respectively.

Let \( X_D = \langle d_0, ..., d_{f-1} \rangle \) be the series of differences obtained from \( \tilde{X} \) as follows:

\[
d_i = \tilde{x}_i - \tilde{x}_{i-1}
\]

This difference series will be used in the labelling step to produce the string of characters corresponding to \( X \). It is interesting to note that every \( d_i \in X_D \) is a value in the \([-1,1]\) interval, as a consequence of the normalization process.

5.2 Labelling process

The proposed normalization in the previous section is focused in the slope evolution and not in the original values. A label may be assigned to every different slope, so the range of all the possible slopes is divided into groups and a qualitative label is assigned to every group.

The range division is defined depending on the parameter \( \delta \) which is supplied by the experts according to their knowledge about the system. The value of this parameter has a direct influence in the quality of the results, therefore this is an open research area of this paper that we will detail in future work.

<table>
<thead>
<tr>
<th>Label</th>
<th>Range</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>High increase</td>
<td>([1/\delta, +\infty])</td>
<td>(H)</td>
</tr>
<tr>
<td>Medium increase</td>
<td>([1/\delta^2, 1/\delta])</td>
<td>(M)</td>
</tr>
<tr>
<td>Low increase</td>
<td>([0, 1/\delta^2])</td>
<td>(L)</td>
</tr>
<tr>
<td>No variation</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Low decrease</td>
<td>([-1/\delta^2, 0])</td>
<td>(l)</td>
</tr>
<tr>
<td>Medium decrease</td>
<td>([-1/\delta, -1/\delta^2])</td>
<td>(m)</td>
</tr>
</tbody>
</table>


Where the first column represents the qualitative label for every range of derivatives, which is shown in the second row. Last column contains the character assigned to each label. The proposed alphabet contains three characters for increases and three for decreases ranges, and one additional character for constant range. It is important to note that in our approach there is no application of the constraints presented in SDL (Agrawal et al., 1995b).

This alphabet is used to obtain the string of characters \( S_X = \langle c_1, ..., c_{f-1} \rangle \) corresponding to the time series \( X \), where every \( c_i \) represents the evolution of the curve between two adjacent time points in \( X \) and it is obtained from \( X_D = \langle d_0, ..., d_{f-1} \rangle \) assigning to every \( d_i \) its character in accordance with the above table.

This translation of the time series to a sequence of symbols lets us abstract from the real values and focus our attention on the shape of the curve. Every sequence of symbols describes a complete family of curves with a similar evolution.

Figure 16 shows a normalized curve with their derivative values and the assigned label to each transition between adjacent values. This example has been obtained selecting \( \delta = 5 \).

\[ QSI(X, Y) = \frac{\nabla S(LCS(S_X, S_Y))}{m} \quad (8) \]

where \( \nabla S \) is the counter quantifier applied to string \( S \). Counter quantifier yields the number of characters of \( S \). On the other hand, \( m \) is defined as the number of characters of \( S \) in the range strategy. This process is defined based on the statistical sampling techniques and a complete study can be found in (González and Gavilán, 2000). The experience shows that the division of a group of values into ranges, or intervals, with may be understood like the number of ordered symbols that we may find in the same order in both sequences simultaneously, and this value divided by the length of the longest sequence.

5.4 Comparison with other approach

The \( QSI \) method has been compared with the algorithm introduced in (Keogh and Pazzani, 1999), called Segmented Dynamic Time Warping (SDTW). (Keogh and Pazzani, 1999) carries out a clustering process with a set of time series.

The SDTW algorithm was tested with the Australian Sign Language Dataset from the UCI KDD (Bay, 1999) choosing 5 samples for each word. The data in the database are the 3-D position of the hand of five signers, records by means of a data glove.

The result was 22 correct clustering from 45 for DWT and SDTW. Next, we used the similarity \( QSI \) index, proposed in this paper, over the string obtained from the translation of the original values of the series. This time, the result was 44 correct clustering of 45.

For a detailed description of this comparison and the application of \( QSI \) to a logistics growth model with a delay see (Ortega et al., 2001).

Open questions on \( QSI \) are the influence of noise in the index and the importance of the labelling schema in the results. We will try to answer these questions in the next section.

The three basic ways to divide the range of the possible slopes are:

- the values in an interval must be "similar",
- all the intervals have the same amplitude and
- every interval have the same number of elements.

The next three methods have been selected following these basic ideas.

- \( CUM \) method. This method was developed and implemented in (González and Gavilán, 2000). This method makes a clustering of the initial values minimizing the average of the deviations, with the constraint that all the class marks be equally representative. This process is defined based on the statistical sampling techniques and a complete study can be found in (Cochran) and (González and Gavilán, 2000).
- \( Amplitude \). The experience shows that the division of the range may be understood like the number of ordered symbols that we may find in the same order in both sequences simultaneously, and this value divided by the length of the longest sequence.
the same amplitude is the least noise sensitivity division. Selecting this method we want to verify this hypothesis in labelling.

- **Percentile.** We look for the intervals that present an approximate number of values. So every symbol has the same representation power in the set of series. The ends of the intervals are selected as the corresponding percentiles.

As the labelling methods have been presented, now we will analyze the influence of noise in QSI.

## 6 Noise and alternative labelling

Clearly, the noise sensitivity of QSI depends on the labelling process, but we can analyze the sensitivity characteristic to any division.

Let \( x_1, x_2, \cdots, x_T \) be a normalized time series and a set of values determining the ends of class intervals \( L_0 < L_1, \cdots < L_k \) (\( k \) class intervals, the ends can be non finite values). First, the differences between two consecutive values of the time series:

\[
p(t) = \Delta x(t + 1) = x_{t+1} - x_t, \quad t = 1, \cdots, T - 1
\]

From this new series and the ends of the class intervals, a new series is computed:

\[
\epsilon(t) = \min_{L_i} \{|p(t) - L_i|, i = 0, \cdots, k\}, \quad t = 1, \cdots, T - 1
\]

This series verifies:

1. \( \epsilon(t) \) is well defined and exists for all \( t \).
2. \( \epsilon(t) \geq 0 \) for all \( t \).
3. It comes true that:

\[
\epsilon(t) \leq L = \frac{1}{2} \max \{L_i - L_{i-1}, \; i = 1, \cdots, k\}. \quad (9)
\]

This temporal series can be treated as a series of atemporal values. If a value \( 0 \leq \alpha < 1 \) is chosen and the percentile of \( \alpha \) order of the set \( \{\epsilon(t)\}_{t=1}^{T-1} \) is calculated, and indicated \( \epsilon_\alpha \) (see figure 17).

Associated with the differences series \( p(t) \) the number:

\[
p_\alpha = \frac{1}{2} \epsilon_\alpha
\]

is considered, which does not depend on \( t \).

With the study of the noise sensitivity of the temporal series \( x_t \) being our target, a new normalized series is considered, in the form:

\[
\begin{align*}
0 & \quad \epsilon_\alpha & \quad \epsilon(t) & \quad L \\
\text{Contents } \alpha \% & \quad \text{of series values} & \quad \text{Contents } (1 - \alpha) \% & \quad \text{series values}
\end{align*}
\]

![Figure 17: Percentile of series \( \epsilon(t) \)](image)

where

\[-1 \leq u(t) \leq 1, \quad \text{for all } t\]

and the corresponding labelling to this series is computed. The differences are:

\[
\begin{align*}
\hat{p}(t) &= \Delta \hat{x}(t + 1) = \hat{x}(t + 1) - \hat{x}(t) \\
&= x(t + 1) - x(t) + (u(t + 1) - u(t)) \cdot p_\alpha \\
&= p(t) + v(t) \cdot \epsilon_\alpha
\end{align*}
\]

where \(-1 \leq v(t) \leq 1\) and \( t = 1, \cdots, T - 1 \). So we have:

\[-\epsilon_\alpha \leq \hat{p}(t) - p(t) \leq \epsilon_\alpha\]

If we suppose \( p(t) \in [L_i, L_{i+1}] \) then \( p(t) = L_i \geq \epsilon(t) \) and \( L_{i+1} - p(t) \geq \epsilon(t) \)

\[
\begin{align*}
\hat{p}(t) - L_i &= \hat{p}(t) - p(t) + p(t) - L_i \geq -\epsilon_\alpha + \epsilon(t) \\
L_{i+1} - \hat{p}(t) &= L_{i+1} - p(t) + p(t) - \hat{p}(t) \geq \epsilon(t) - \epsilon_\alpha
\end{align*}
\]

and by the definition of \( \epsilon_\alpha \) at least \((1 - \alpha)\%\) is true that

\[
\hat{p}(t) - L_i \geq 0 \quad L_{i+1} - \hat{p}(t) \geq 0 \Rightarrow \hat{p}(t) \in [L_i, L_{i+1}]
\]

Therefore, the labels assigned to the series \( \hat{p}(t) \) match in the same order with the the labels of \( p(t) \) series.

From this reasoning we can conclude:

- Let \( K \) be the normalization constant scale factor used in the normalization of the original series \( x(t) \), then instead of \( p_\alpha \) is defined

\[
p_{1\alpha} = \frac{\epsilon_\alpha}{2K}
\]

- This way, we can assign to each labelling a value \( p_\alpha \) of the **noise level** endured with a confidence level \( 1 - \alpha \). If \( p_\alpha \) value is relatively high, then we will have a great confidence in QSI labelling provided for the series.

- As in statistics, we can determine, in a computer program, the confidence level of \( \alpha \) in 5%, and therefore the labelling would have a confidence level for a level error \( p_{0.05} \) of 95%.

- If for \( \alpha \) high values, the \( p_\alpha \) value took the value zero, then the labelling QSI of the studied series would be very sensitive to the noise level.

This is valid to study the noise level supported a time series for a labelling scheme.

Now we will see the application of those different labelling alternatives.
Recognition of system behaviours based on temporal series similarity

<table>
<thead>
<tr>
<th>Name</th>
<th>Intervals</th>
<th>Clust. Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original2</td>
<td>&quot;-1,-0.04,0,0.04,1&quot;</td>
<td>44</td>
</tr>
<tr>
<td>CUM</td>
<td>&quot;-1,-0.083,-0.026,0.026,0.081,1&quot;</td>
<td>40</td>
</tr>
<tr>
<td>Amplitude</td>
<td>&quot;-1,-0.6,-0.2,0.2,0.6,1&quot;</td>
<td>25</td>
</tr>
<tr>
<td>Percentile</td>
<td>&quot;-1,-0.05,-0.01,0,0.01,0.05,1&quot;</td>
<td>39</td>
</tr>
<tr>
<td>DTW</td>
<td></td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 18: Different labelling

<table>
<thead>
<tr>
<th>Name</th>
<th>Percentage of symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original2</td>
<td>S1: 26.46%, S2: 16.75%, S3: 13.87%, S4: 15.58%, S5: 27.39%</td>
</tr>
<tr>
<td>CUM</td>
<td>S1: 12.04%, S2: 19.84%, S3: 35.45%, S4: 20.75%, S5: 11.92%</td>
</tr>
<tr>
<td>Amplitude</td>
<td>S1: 0.00%, S2: 1.51%, S3: 98.88%, S4: 1.57%, S5: 0.04%</td>
</tr>
</tbody>
</table>

Figure 19: Labels distribution

<table>
<thead>
<tr>
<th>Name</th>
<th>Error level</th>
<th>% Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original2</td>
<td>1%</td>
<td>83.75</td>
</tr>
<tr>
<td>CUM</td>
<td>2%</td>
<td>78.84</td>
</tr>
<tr>
<td>Amplitude</td>
<td>3%</td>
<td>75.22</td>
</tr>
<tr>
<td>Percentile</td>
<td>4%</td>
<td>71.64</td>
</tr>
<tr>
<td>DTW</td>
<td>5%</td>
<td>69.55</td>
</tr>
</tbody>
</table>

Figure 20: Number of label hops in presence of noise

7 An example

The noise sensitivity depends on the original series and on the intervals that define the labels too.

We will work with the Australian Sign Language Dataset. From this dataset 10 words from the 95 words in the database were selected. The noise is generated randomly for every value by means of a normal distribution.

The series are of different length and all shorter than 100 measures.

To see the influence of the labelling we will use the division techniques presented.

Applying the techniques to the ASL subset the next interval ends for the labelling definition are obtained.

From the original definition of QSI with a $\delta = 5$ we get the first set of interval ends. As in the series included in the selected subset there are no values in the outer intervals, we reduce the number of labels to 5 and the ends of the intervals are $(-1, -0.04, 0, 0.04, 1)$. In the rest of this paper we will identify this set of intervals as Original2.

As the Original2 includes 5 symbols, the rest of the methods will be applied to obtain the same number of symbols.

The CUM applied to the 50 series in the dataset with a number of 5 classes computes the set $(-1, -0.083, -0.026, 0.026, 0.081, 1)$.

With the selection of intervals of equal amplitude we have two options: to divide all the range $(-1, 1)$ or to divide only the zone in which values appear. As the results obtained with the two possibilities are very similar we will include only one of them,

Now that we have a set of labelling processes we can check the quality of each one. As stated in previous works, the quality is defined, for us, as the number of correct clustering processes obtained with all the possible pairings of series representing two different words. As we have 10 words, the total of pairs is 45. The identification will be correct if the clustering process ends with two groups of five elements and each group contains series from the same word.

In figure 18 we present the number of correct clusterings for each labelling technique.

An important information is the distribution of symbols produced by every labelling method. This is given in the figure 19.
Figure 21: Number of label hops in presence of noise cont.

The first evaluation of the noise influence in the labels can be achieved calculating the number of labels that are different between the original and the noisy series. But the magnitude of this change is important. So we define several levels of hop for a label, depending on the numbers of positions that differ the original and the noisy label. So all the labels that remain unchanged will have no hop, or a hop of level 0.

In the figures 20 and 21 the percentage of labels for every level of hop for the noise levels are presented. We use noise levels in the range from 1% to 10%.

We have to consider that the number of labels that remain unchanged is about the 60% at a noise level of 10%.

As the experience dictates, the least influence of noise is observed in the Amplitude labelling process.

But the number of the correct clusterings is more important for us that the change of symbols in the translated time series. So we will repeat the clustering for every labelling scheme and every level of noise.

The figures 22 a) to e) show the number of correct clusterings. As the noise is introduced in an aleatory way, we present the maximum and minimum values obtained for every labelling.

8 Conclusions and Further Work

This work shows some approaches in order to measure the similarity of time series. Since different patterns belonging to the same class of situations could have different time duration or magnitudes, two modifications of DTW algorithm are presented to compare and classify similar patterns. A first modification of DTW does not consider the Y-values of data point. The second is based on the integration of qualitative representation based on episodes and Dynamic programming.

Furthermore, we have reviewed the QSI index to measure the similarity of time series depending on its qualitative features. Also the proposed method achieves better results than previous algorithms with a similar computational cost.

We have studied the noise sensibility and others possible labelling schemas.

As it was expected, the labelling scheme that concentrates a high number of labels on few intervals is not very influenced by the presence of noise. This is shown by the Amplitude method. The Original2, CUM and Percentile methods are affected by noise in a higher level. All these methods have similar behaviours with noise.

We must conclude saying that the presence of noise in the clustering process has an influence similar to the level of the noise, the reduction of the number of correct clusterings is near lineal with the noise level.
We can remark this as a low influence of noise, as there is no level above which the results drop firmly. We have repeated the experiment with noise over 30% and the lineal relation is verified.

The idea for future works is the automation and the optimization of the division in ranges of the possible slopes to guarantee high quality clustering. When there are no information about the system which originated the time series, the CUM method can be used as a first approximation. Also, comparison between methods using qualitative information (EpDTW and QSI) should be done. Finally, it is necessary to extend these approaches to multivariate systems taking into account relevance of variables over the others. The inclusion of weights in this new approach must be studied to characterize this relevance.
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