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Abstract

Learning in regional innovation systems is a complex phenomenon. Therefore, its analysis is being increasingly approa-
ched through computer-simulated strategies. The agent-based model in particular has demonstrated to be a useful 
approximation to overcome the limitations of other methodological strategies since it allows a more trustworthy re-
presentation of the agent’s capabilities, their reasoning limitations, of the mechanisms used for decision making, their 
interaction, and their success formulas to take advantage of market opportunities. Nevertheless, the development of 
these models represents serious conceptual and methodological challenges. This article proposes a model that repre-
sents the agents of a regional innovation system as vectors of capabilities and the learning process as the accumula-
tion of their innovation capabilities. The proximity among agents and the influence of public policies favors the result 
of the interaction induced by the market. Methodologically, the development of the model starts with a conceptual 
proposal validated through contrast against. specialized literature. After that, a model verified by computer was elabo-
rated and its behavior was validated. Finally, a simulation of scenarios was performed to prove its potential application. 
The resulting model contributes to the understanding the learning dynamics and the emerging patterns of the agent’s 
specialization and their influence on the system’s performance. Finally, the simulation exercises demonstrate the mo-
del’s potential to guide policy decisions that seek to improve the performance regional innovation systems.
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Resumen

El aprendizaje en los sistemas regionales de innovación 
es un fenómeno complejo, cuyo análisis se está abor-
dando cada vez más mediante estrategias de simulación 
computacional. En particular, la modelación basada en 
Agentes ha demostrado ser una aproximación útil para 
superar las limitaciones de otras estrategias metodoló-
gicas pues posibilita una representación más fiel de las 
capacidades de los agentes, sus limitaciones racionales, 
los mecanismos de decisión que explican sus decisio-
nes, su interacción y las fórmulas de éxito para apro-
vechar las oportunidades del mercado. No obstante, el 
desarrollo de estos modelos presenta serios desafíos 
conceptuales y metodológicos. Este trabajo propone un 
modelo que representa los agentes de un sistema regio-
nal de innovación, como vectores de capacidades y el 
aprendizaje como la acumulación de sus capacidades de 
innovación. El resultado de la interacción inducida por 
el mercado, se favorece por la cercanía entre agentes 
e influenciada por las políticas públicas. Metodológica-
mente, el desarrollo del modelo inicia con una propues-
ta conceptual y validada mediante contrastación con la 
literatura especializada. Seguido, se elaboró un modelo 
que se verificó computacionalmente y se validó en su 
comportamiento. Para finalizar, se realizó un ejercicio de 
simulación de escenarios para comprobar su potencial 
aplicación. El modelo resultante, contribuye a compren-
der las dinámicas de aprendizaje y los patrones emer-
gentes de especialización de los agentes y su influencia 
en el desempeño del sistema. Finalmente, los ejercicios 
de simulación demuestran el potencial del modelo para 
orientar decisiones de política que busquen mejorar el 
desempeño de los sistemas regionales de innovación.

Palabras clave: Aprendizaje, Interacciones,                             
Capacidades, Modelos basados en agentes, Sistemas 
regionales de innovación.

Résumé

L’apprentissage dans les systèmes régionaux d’inno-
vation est un phénomène complexe, dont l’analyse est 
abordée de plus en plus à travers de stratégies de si-
mulation informatique. En particulier, la Modélisation à 
base d’agents a démontrée être une approche utile pour 
surmonter les limites d’autres stratégies méthodologi-
ques. Elle rend possible une représentation des capaci-
tés d’ agents plus fidèles, leurs limites rationnelles, des 
mécanismes de prise de décisions qui expliquent leurs 
décisions, leur interaction et les formules de succès afin 
de profiter des opportunités du marché. Cependant, le 
développement de ces modèles pose des défis concep-
tuels et méthodologiques graves. Cet article propose un 
modèle qui représente les agents d’un système régio-
nal d’innovation, comme les vecteurs des capacités et 
d’apprentissage en tant que l’agglomérat de leurs capa-
cités d’innovation. Le résultat de l’interaction induite par 
le marché est favorisé par la proximité entre les agents 
et influencé par les politiques publiques. Au niveau de la 

méthodologie, le développement du modèle commence 
avec une proposition conceptuelle validée par constata-
tion avec la littérature spécialisée. Ensuite, nous avons 
élaboré un modèle qui a été vérifié et validé dans son 
comportement par informatique. Pour finir, nous avons 
fait un exercice de simulation de scénarios pour vérifier 
son application potentielle. Le modèle qui en résulte 
aide à comprendre la dynamique de l’apprentissage et 
les nouvelles tendances de spécialisation des agents 
ainsi que leur influence sur la performance du système. 
Finalement, les exercices de simulation montrent le po-
tentiel du modèle pour orienter les décisions politiques 
visant à améliorer l’accomplissement des systèmes ré-
gionaux d’innovation. 

Mots clés: Apprentissage, iInteractions, Capacités, mo-
dèles à base d’agents; systèmes régionaux d’innovation. 

1. Introduction
Knowledge, learning, and innovation are 

the most important factors for global com-
petitiveness in a knowledge based economy 
(Lundvall, 1992; Edquist, Lorenzen & Vin-
cent-Lancrin, 2001). Different modeling pers-
pectives of Regional Innovation Systems 
(RIS) are more concerned about revealing 
the region’s productive and institutional 
structure and the interactions and inter-re-
lations its their different agents (Moulaert 
and Mehmood, 2010). However, they have 
taken a top-down approach which is more 
adequate for national systems, leaving aside 
the research from bottom-up perspectives 
that contemplate, among other phenomena, 
patterns of local learning (Howells, 1999; 
Iammarino, 2005). At present, conventional 
analysis methods of the RIS display difficul-
ties in describing complex dynamics such as 
the interactive learning processes (Quintero 
and Robledo, 2013) and, therefore, it is neces-
sary to use alternative analysis mechanisms 
such as modeling and simulation in order to 
research those learning patterns that allow 
to differentiate adequate strategies and po-
licies as well as to acquire better knowledge 
about the performance of these systems. 

The current innovation models in recent li-
terature represent the processes’ dynamics. 
that intervene in innovation and highlight 
the importance of learning (Triulzi, Scholz, 
and Pyka, 2014; Ponsiglione, Quinto, and Zo-
llo, 2014). However, understanding what are 
the mechanisms responsible for shaping the-
se systems and, particularly, learning is not 
easy; mainly due to the heterogeneity of the 
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agents that intervene and the complexity of 
their dynamic processes (Gilbeert, Pyka, and 
Ahrweiler, 2001). The aforementioned has 
led to considering RIS as Complex Adaptati-
ve Systems (CAS) conceived as an agreement 
among agents that interact through rules that 
change as the agents accumulate experience 
(Holland, 2004). Among the most useful simu-
lation techniques to address the CAS are the 
Agent Based Models (ABM). This approach 
studies the emergence of behavioral patterns 
in a system at a macro level, starting from 
the interactions of semi-intelligent agents at 
a micro level. 

This work introduces an Agent Based Mo-
del. Its Competitive Surroundings represent 
the Innovation Opportunities (IO) as demands 
generated in the system. Furthermore, it in-
troduces a great amount of competing agents 
who satisfy the demand through their Suc-
cess Formulas (emphasis made). The interac-
tion among agents is described through rules 
of decision making; hence allowing to obser-
ve patterns of specialization of the agents’ 
abilities brought on by practice and their ac-
cumulation. 

To such end this work is structured as fo-
llows: Initially, in the second section, a des-
cription of the ABM  approach is made. After 
that, the theoretical framework is introduced 
describing the theories and concepts that su-
pport the model. The third section describes 
the methodology used for the model proposal 
and building. The fourth section exposes the 
results and analysis from the proposed as-
sumptions and the model’s logic, enabling a 
better comprehension of learning in the RIS. 
Likewise, the parametrization verification, 

and validation of the model are exposed, en-
ding the section with an analysis of the be-
havior through scenarios. Finally, the conclu-
sions are exposed as well as the future work 
seeking to replicate the model and its further 
research. 

2. Theoretical Framework

2.1. Agent Based Simulation and Modeling 
Approach

An increasing interest on simulation 
approaches as methodological approxima-
tions for the theoretical development on to-
pics related to strategy and organizations 
is currently present in the literature becau-
se simulations reveal the results of the inte-
raction between multiple organizational and 
strategic processes developed through time 
(Davis, Eisenhardt, and Bingham, 2007). The 
ABM  approach is being presently applied as 
a study methodology in many areas related to 
the organizational context (Lättilä, Hiletofth, 
and Lin, 2010) thus permitting to study the 
emergence of behavioral patterns in a sys-
tem at a macro level from the interactions be-
tween the semi-intelligent agents at a micro 
level (Table 1).

2.2. Resources and capabilities as Key 
Elements in Interactive Learning in the 
RIS

The research work done by Lall, 1992 per-
mits to reconstruct the evolution and to dis-
tinguish the perspectives of the capability 

Approach	 Focus	 Research	 Key Issues	 Theoretical	 Common    
		                       Questions                                                Logic                    Experiments  

(ABM) 
(Holland, 

2004)

Emergence to 
a    macro level 
of the system’s 

behavior pattern 
starting from the 
autonomous agent       
interaction at the 

micro level.

What are the 
effects of the sys-
tem’s behavior pa-
tterns? How fast 
does a pattern 

emerge and what 
its evolution is?

How do agents 
learn and adapt?

Agent population, 
variables and inte-
raction, rules, evo-
lution, aggregation, 

collective intelli-
gence, limited rea-
soning, adaptation 

and learning.

Agent description, 
emergence from 
interaction and 

cooperation, aggre-
gation, no aligning, 
flow and diversity, 

labels, internal 
models.

Change of rules, 
variation of the 
agents’ environ-
ment, variation 

of agents in time, 
variation of the 

agent’s characteris-
tics (specialization).

Table 1: Agent Based Model simulation approach

Source: Author’s own elaboration.
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concept. The model proposed and described 
further ahead in this research work is built 
from the perspective of resources and skills; 
the latter being described as “the ability to 
use resources in order to perform a task or 
activity” (Hafeez, Zhang and Malak, 2002, 
p. 40). Core skills are another important ele-
ment that influences interactive learning. 
Hafeel et al., 2002 define them as “those 
skills that allow the company to display its 
resources in such a way as to generate com-
petitive advantages” (Hafeez et al., 2002). Fi-
nally, the skills that an innovation system re-
quires to perform its functions of generation, 
promotion, and use of knowledge (Carlson, 
Jacobson, Holmen, and Kickne, 2002) can be 
classified as skills for research, development, 
intermediation, production, and marketing 
(Wang, Lu, and Chen, 2009). 

2.3. Interactive Learning Processes 
and their Relation with the Concept                   
of Innovation 

The determining aspects in the process of 
innovation vary in the literature in relation 
to the concept one may have of innovation. 
The strict concept proposed by Nelson and 
Rosemberg (1993) uses the perspective of 
learning from searching and exploration. On 
the other hand, the wider concept developed 
by Freeman (1987) and Lundvall (1992) has 

not only considered technological innova-
tions, taking into account the non-technolo-
gical ones as well. Lundvall has preferred to 
define innovation not only as a process that 
includes the introduction of innovation for 
the first time in the market, but also its pro-
motion and use, and thus emerging the pers-
pective of learning by practice which inclu-
des learning by doing (Arrow, 1962); learning 
by using (Rosemberg, 1982), and learning by 
interacting (Lundvall, 1992). According to 
Lund (2004) there are situations of interacti-
ve learning that can be promoted by different 
factors that help and provide better learning 
in an innovation system. Such factors are re-
lated to the promotion or restriction of new 
product development and their economic per-
formance in the market. 

3. Methodology

In order to analyze the learning proces-
ses in the RIS through the ABM  approach, it 
must be understood that any innovation sys-
tem emerges from the interaction between 
heterogeneous agents (Edquist, 1997). A mo-
del should enable the performance of expe-
riments experiments that make it possible 
to identify and know the set of patterns that 
emerge from learning (Howells, 1999) in or-
der to differentiate policies and adequate 
strategies for a better understanding of the 

Figure 1: Methodology for the elaboration of a ABM

Source: elaborated by the authors from Sargent (2013)
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RIS performance. The methodology for the 
construction and simulation of the model sou-
ght the simplified proposal of Sargent (2013) 
for the construction, verification, and valida-
tion of an ABM  (Figure 1). 

From this perspective, our problem enti-
ty is a RIS that learns through the interac-
tion between heterogeneous agents affected 
by competitive surroundings and factors that 
favor or not the leaning system. The concep-
tual model was designed and built following 
the Wilensky (1999) proposal, responding to 
the initial questions and clarifying how the 
model would help to comprehend the pheno-
mena. Such questions are: What is the pro-
blem to be researched? What are the most 
important assumptions for the creation of the 
model? What is the logic for the creation of 
the model? Wilensky proposes that the ideas 
or answers obtained be contrasted with the 
theory seeking for the model to reflect in an 
adequate manner the concepts that support 
it theoretically. Finally, the computational 
creation of the model and its potential appli-
cation was made. 

4. Results and Discussion

4.1. Problem Entity
Adopting and RIS perspective from a 

national regional approximation, seeks to 
analyze the common characteristics of these 
systems. To that end, we draw from the de-
finition offered by Asheim and Gertler: “The 
institutional infrastructure that supports in-
novation is the productive structure of a re-
gion” (Asheim and Gertler, 2005, p. 299). The 
RIS is integrated by actors (explorers, exploi-
ters, and intermediaries or catalyzers) who 
interact among themselves, and whose re-
lational proximity is key the moment it gets 
involved in interactive learning (Lundvall, 
1992). Learning may not be easy because it is 
characterized by displaying attachment to a 
region and for being part of or rooted locally 
generating localized capabilities that are dis-
tributed unequally throughout the system. 

The use and putting in practice of that ca-
pability brings about learning dynamics lo-
cally to the system. That is how that capaci-
ty makes it possible for people to integrate, 
build, and reconstruct internal and external 

abilities to confront rapidly changing envi-
ronments (Teece, Pisano, and Shuen, 1997). 
The RIS are CAS which are composed by indi-
vidual elements, by rules that mandate their 
behavior, and by an environment with which 
they interact. As those interactions take pla-
ce, the individuals learn to anticipate future 
consequences, hence modifying the way they 
make decisions as a result of the learning 
emerging from the system and making it pos-
sible to observe behavioral patterns such as 
self-organization, adaptation, and specializa-
tion of the agents. 

4.2. Conceptual Model
The objective of the conceptual model is 

to clarify how it will help to comprehend the 
phenomena the phenomena. To this end, the 
following questions are formulated: How is 
learning represented in a RIS from an evo-
lutionary framework of the agent’s interac-
tion? What learning patterns emerge in the 
system and what incidence do they have in 
the system’s performance? Indeed, it is desi-
red to model learning in a RIS that emerges 
from the interaction between heterogeneous 
agents, affected by a competitive environ-
ment as well as by factors influencing the 
system’s performance that may favor it or 
not. The model’s assumptions include two di-
fferent types of agents: The first one is the 
Competitive Environment and the second, 
the Competitive Agents who explore, divulge, 
and exploit the region’s capabilities. There 
are five proceedings: 1) the generation of the 
IO, understood to be the demands generated 
by the Competitive Environment; 2) the cons-
truction of the Success Formula, conceived to 
be the offer generated by the agents; 3) the 
rules regulating decision making that define 
the behavior of the agents; 4) the compensa-
tion or cost-benefit function; and finally 5) 
the learning by doing and interacting. 

In order to understand the logic of the 
proposed model, the conceptual model resul-
ting from the proposed assumptions is sche-
med (Figure 2). Such scheme represents the 
Competitive Environment that demands the 
IO with its own attributes in a time period 
t. the demand is represented through messa-
ges and defined by a vector of attributes of 
length l=5, volatility v and an innovation life 
cycle time tlci that corresponds to the time 
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period when the Competitive Agents who are 
capable of satisfying the demand will receive 
the benefits. 

The IO are generated at random and geo-
graphically localized. Therefore, the probabi-
lity of an agent visualizing them will depend 
on its relational proximity from the place 
where it was generated and on the market’s 
capacity. The Success Formulas are built 
through integration between Competitive 
Agents and the environment. A Competitive 
Agent can create by itself or through the inte-
raction one or many Success Formulas throu-
gh its vector of capacity of length l=5. In or-
der to simulate a dynamic system, the model 
represents the emergence of new agents es-
tablishing different rates of generation loca-
ted at random and provided with a capacity 
vector with its respective positions and mag-
nitudes. Each position points to a specific at-

tribute that demands the IO and symbolizes 
in the Competitive Agent, the exploring and 
exploitation character of its capacities. Each 
capacity is defined according to its position 
as follows: exploitation capacities (marketing 
and production) are represented to the right 
of the vector; the exploration capacities (ca-
pacities of R&D), to the left of the vector; and 
the central position represents capabilities of 
intermediation. The magnitude of both vec-
tors represents the initial random values be-
tween 0 and 9 that represent the degree of 
the attribute required by the IOs and the le-
vel of the competitive agent’s capacity. Hen-
ce, the IO are defined as the l attributes of 
innovation that seek to be satisfied satisfied 
by the l capacities of the Competitive Agents 
through the construction of success formulas 
individually or through the interaction with 
other agents. 

Figure 2. Proposed Model

Source: Author own elaboration
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The interactions occur through two mecha-
nisms or rules of decision making. The first 
one is called localization distance between 
agents. It is defined as the shorter distance 
of R radius between two agents. The second 
is called the complementary distance of the 
capacities defined as the shorter distance be-
tween the magnitudes of the vector’s position 
from the agents. Based on these two rules, 
the Success Formula creation is initiated. So, 
once a Competitor Agent interacts with an IO 
by localization distance, then the second in-
teraction mechanism that compares the two 
magnitudes is initiated. If the capacity vector 
is greater or equal in its last position to the 
IO attribute vector, then the message will be 
visible for the agent and the comparative pro-
cess between the right and left positions will 
be repeated. If a Competitor Agent presents 
equal or superior magnitudes in all the po-
sitions with respect to the vector of IO, then 
they will be capable of creating a Success 
Formula by themselves. 

In fact, if the magnitude in the extreme 
right position from the capacities vector is 
less than the corresponding magnitude of 
the attributes vector, then the agent will not 
identify the IO no matter how minimal its lo-
calization distance is or its behavior obser-
ved in the innovation dynamics pulled by the 
market. It is possible that not even one agent 
has all the necessary capacities to take ad-
vantage of an IO after identifying it. Therefo-
re, the agent will initiate the exploration and 
search for other agents using the same rules 
of decision making described above in order 
to respond to the demand. Cohen and Levin-
thal, 1990 point out that through its market 
capacity a company is capable of recogni-
zing and utilizing new information relevant 
to a particular market product (Rosemberg, 
1982). Finally, the localization and comple-
mentarity distance represent mechanisms of 
comparison from the most exploitative posi-
tions towards the most exploring positions 
due to the short term characteristics it has; 
the exploitation for the survival of the agents 
as Gilsing and Nooteboom (2006) point out. 

The Competitive Agents are generated 
with a randomly assigned surplus stock. The 
magnitudes of the attributes vector determi-
nes the maximum benefit the agents could 
obtain. Such benefits have as assumption a 
Gaussian behavior for the model and repre-

sent the compensation procedure, and the 
cost-benefit function. The agents that would 
identify and assume as theirs an IO through 
a Success Formula will obtain the calculated 
benefits through equation 1. 

Bkt=AIk* PAk * e              Equation (1)

Where Bkt is the benefit per attribute in a 
period, t is the period when the tlci is found, k 
is the vector position, Alk is the introduction 
of the attributes vector in position k, PAk is 
the magnitude of the attributes vector in po-
sition k, μ is the media of the Gaussian func-
tion (µ = tlci/2) and σ is the random variable 
(σ = tlci/6). During each period the agents will 
pay a cost to sustain the capacities and it is 
calculated through equation 2.

CCV=∑k=CCk  PCk ,         Equation (2)

Where CCV is the total cost of the capac-
ities vector, k represents the position in the 
vector, m is the quantity of positions in the 
vector, CCk is the cost of a capacity in its posi-
tion k, PCk is the magnitude of the capacities 
vector in position k. If the difference between 
the benefits and the costs is equal zero, the 
agent would have consumed all its surplus 
stock and will die. If it is positive, the sur-
plus stock will be accumulated during that 
same period and it will be calculated through 
equation 3.

SSt+1=SSt+ Bt - CCVt ,         Equation (3)

The model “operationalizes” the learning 
dynamics making possible the competition 
between agents based on their distinguish-
able capacities or core skills. Taking into ac-
count that learning is manifested in the prox-
imity of the companies’ previous activities 
(Teece, 1988), the model considers that those 
agents that use their capacities will strength-
en them thanks to the experience and to the 
award or compensation given by the envi-
ronment, making evident the Learning by 
doing; otherwise, they will be weakened un-
til the agent loses them or dies. Hence, the 
Success Formulas are the product of Learn-
ing by doing and interacting. Such procedure 
increases the used capacities as well as the 
experience of the agents that interact. This 
behavior corresponds to a dynamic of learn-
ing or un-learning, whose trajectories are 
sigmoidal functions or S curves calculated 
through equations 4 and 5.  

(t-μ)2                                                                                                                                                
 2σ2

m
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Figure 3: Boxplot of the accumulated 
capacity variation

Source: Elaborated by the authors using the R statistics software

2013; p. 12) The computational model was 
validated through the traces technique sug-
gested by Sargent (2013). A follow-up to the 
entities behavior was made through each 
sub-model of the general model with the pur-
pose of determining that the defined assump-
tions and rules were adequate for the expec-
ted theoretical behavior. The validation of the 
conceptual model used the “rationalism his-
toric method” technic suggested by Sargent 
(2013), consisting in proving that the model’s 
underlying assumptions (proximity, complexi-
ty, interactive learning, accumulated capaci-
ties, among others) were congruent with the 
premises that are derived from the theory’s 
logical deductions. Finally, the operational 
validation used the technique of “amicable 
historic approximation” drawing from speci-
fic historical case studies and from learning 
dynamics analysis through the interaction 
and accumulation of capacities in East Asian 
electronics industry (Hobday, 1997). Such 
approach allows the generation of multiple 
sophisticated acts observed in an industry 
and is oriented specifically to the behavior, 
decision requirements, and to the interaction 
of the agents with the environment. 

4.4. Model analysis Scenarios
The scenarios are coherent, plausible sto-

ries about the future and are very useful if 
they try to address issues that policy makers 
may have. In Figure 4 there are presented 
different scenarios proposed for the model. 

The first scenario represents a RIS with 

K                                                                                                                                                     
  1+e-yt

   K           
1+eδtEquation (4)                 Equation (5)

Where k is the maximum magnitude that 
a capacity can take, γ and δ are the learning 
and un-learning factors and t is the time in 
which a capacity is used. The more a capac-
ity is used, its accumulation resulting from 
learning by doing will present a trajectory 
that will depend on the γ factor. For exam-
ple: basic and advanced capacities (high and 
low magnitudes) as they are used will pres-
ent slower and lengthier learning dynamics 
than those intermediate capacities that pres-
ent faster learning dynamics. The model em-
phasizes the accumulation of innovation ca-
pacities through the interaction between the 
agents for the generation of the system’s abil-
ities particularly in the interactive learning 
dynamics (Lundvall, 1992). 

4.3. Computerized Model
In order to create the computerized mod-

el the previous steps were translated to a 
source code in the Netlogo platform version 
5.1.0. After that, a computerized verification 
and the validation of the model were made 
from the parameters presented in Table 2. 

In order to obtain valid and objective con-
clusions from the simulation process, a de-
sign of experiments was carried out whose 
response variable corresponds to the accu-
mulated capacity of the different positions of 
the Competitive Agents that create Success 
Formulas. The co-variables or fixed effects 
called factors correspond to: the surplus 
stock, proposed scenarios, and lastly to the 
item or factor called capacity (Table 3).

The simulations point out that the respon-
se variable to the accumulated capacities du-
ring the three scenarios present significant 
differences after applying confidence inter-
vals of the Tukey type. Which led us to think 
that in spite of not having included other va-
riables, the model is 99% reliable for the exit 
variable being studied (Figure 3).

According to Sargent (2013) a simple pers-
pective “illustrates more clearly the verifi-
cation and validation of a model. The veri-
fication’s objective is to prove that a model 
presents a satisfactory range of precision 
within its application dominium”. (Sargent, 
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Variables

Chain                         
Length

Magnitude       
PCk

Number of  
Agents

Rate of          
Generation

Learning     
Factor

Unlearning 
Factors

IO Life Cycle 
“tlci”

Income by       
Attribute AIk

Capacity Cost    
(CCk)

Initial Surplus 
Stock (SSt)

Volatility            
of IO   

Value

l=5

0-9

40          
20

18%      
10%

γ= 0,3

δ= 0,3

15 years 

5

1

225

5

Description 

Length of attributes and capacities vector; each position points to the specific IO at-
tribute and it symbolizes the exploring, exploiting, and intermediary character of the 
competitive agent. 

The magnitude of each vector’s position represents the IO attribute degree and points 
out the level of the agent capacity.

The number of initial OIs and Competitive Agents respectively in order to guarantee 
balance and market-pulled dynamics as well as the survival of the agents in time.

They represent a dynamic system and they are: 18% IO and 10% Competitive Agents. 
Figures are taken from the World Bank (Doing Business, 2013)

Adopted value of the empirical results obtained by Hobday (1997) from the studies on 
the accumulation of technological capacities. The factor value means that in 37 years 
an advanced capacity can be reached starting from a basic one. 

It is equal to the learning factor to balance the system because there is not a plausible 
argument to opposing the routine behavior acquired from previous experiences.

Time of duration of an IO before being satisfactorily supplied. For the model it is ran-
domly assigned and it limits the possibility of some products to have a greater duration 
on the market.

Income or reward given by a IO in a position k. the agents capable of supplying one or 
more positions with their capacity vectors will receive such reward.

It is the cost of sustaining a capacity in position k for a competitive agent. That cost is 
directly proportional to the magnitude of the capacity vector k position. 

If the capacities are assigned randomly and if each position exhibits values between 0 
and 9, their average value per position will be 4.5. If there are 5 capacities in a vector, 
then the average will be 4.5 x 5 = 22.5. Now, if each capacity has a sustainability cost 
of 1 (one), then the average cost of sustainability for the entire vector in a period of time 
will be 22.5. Furthermore, if a surplus stock is assigned randomly to each agent, the 
maximum value of that stock must be chosen, which is considered as the cost of sustai-
ning an agent for 10 years or 22.5 x 10 = 225.

This value is randomly assigned to the IO. It could appear to be excessive. However, the 
latent needs could last longer before a success formula would appear that could supply 
such requirement. 

Table 2. Values and description of the model parameters

Source: Author’s own elaboration.

Factors	 Scenario	 Capacities	 Learning	 Unlearning	 Run

	 1	 Attractive	 Research	 0.3	 0.3	 1,2,3,…..	
				      		  ……2600

	 2	 High Potential	 Development	 0.9	 0.9	

Factor Level	 3	 Restrictive	 Intermediary	 0.1	 0.1	

	 4		  Production			 

	 5		  Marketing			 

Table 3. Factors and analyzed levels 

Source: Author’s own elaboration.



16

Santiago Quintero Ramírez, et al. :: 

a competitive potential where the system’s 
agents are benefited from interactive lear-
ning (Rosemberg, 1982); that is, the historic 
tendencies are kept for each of the selected 
parameters of the calibrated model. The se-
cond scenario represents a RIS of high lear-
ning potential. That is, interactive learning 
and the speed at which capacities are accu-
mulated through a learning factor are favo-
red. Moreover, these two scenarios represent 
a potential framework for the development of 
a RIS as suggested by Lundvall and Vinding 
(2004) with a high innovative performance 
from variables such as density as proposed by 
Frisch and Slavtchev (2011), which could be 
observed through the indicator of the number 
of agents that survive the system. Finally, the 
third scenario represents a restricted RIS as 
a problem scenario. The parameters that do 
not favor interactive learning and hence the 
non-accumulation of the system’s agents’ ca-
pacities are evaluated in this scenario. The 
simulation time was considered from the stu-
dies of the so called late comer firms from 
the Eastern Asian region. Such studies point 
out technological learning dynamics through 
the construction and accumulation of techno-
logical capacities (Hobday, 1997).

In order to identify tendencies in the beha-
vior of each one of these scenarios, a 50 year 
period for the three of them was considered. 
However, the RIS is a restricted scenario and 
it only needed a 30 year period. The compre-
hension of the learning and unlearning dy-
namics of the different competitive agents 

emerges through interaction and is accumu-
lated from the agents capacities, starting 
from the requirements of certain specific 
attributes taken from the Competitive Envi-
ronment, thus facilitating a better compre-
hension of the innovative and economic per-
formance than that mentioned by Fritch and 
Slavtchev (2011) through the accumulated 
surplus stock and the number of agents that 
create Success Formulas respectively, as it is 
appreciated in Figure 5. 

Learning is analyzed through the accumu-
lation of capacities. Likewise, the patterns of 
specialization of exploitation and exploration 
are the most relevant in the first two scena-
rios (Figure 6). The third scenario unlearns 
and does not accumulate those capabilities. 
When the capacities’ variation in the diffe-
rent positions is analyzed, it can be observed 
that the competitive agents involved in the 
Success Formulas learn and unlearn. Howe-
ver, such average variation permits to fore-
see how the capacity specialization vector 
emerges, which is determined is determined 
as follows: when the variation is negative, 
the capacity vector represents the functio-
nal specialization or advanced capacities in 
at least two positions. When it is negative, it 
represents the integral specialization or ad-
vanced capacities in all the vector positions. 

One of the most relevant virtues of the 
model is the possibility of foreseeing and 
analyzing different scenarios as support for 
regional policy makers as it is well mentio-

Figure 4. Proposed scenarios for the model analysis

Source: Author own elaboration
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ned by Cooke (2001). A better understanding 
and comprehension of the different interacti-
ve learning dynamics proposed by Lundvall 
and Vinding (2004) and the learning patter-
ns proposed by Howells (1999) are of great 
importance in order to determine the perfor-
mance of any region as Fritsch and Slevtchev 
(2011) suggest. Therefore, it is important to 
carry out studies and analysis that would 
permit to know specialization patterns of the 
capacities of different regions. 

The agents that participate actively in the 
construction of Success Formulas are more 
likely to learn and survive longer. This is due 
to the capacity to generate benefits that are 
reflected in their surplus stock and, there-
fore, in a greater economic performance of 
the system. The regions that have learned 
and accumulated capacities present a great 
variety of heterogeneous agents capable of 
responding rapidly to any demand no matter 
how strict their attributes might be. Moreo-
ver, they are very resilient regions and, hen-
ce, their adaptation and response in moments 
of crisis is more proactive due to past lear-
ning. 

5. Conclusions
As a contribution to the consolidation of 

the simulation models for the theoretical de-
velopment of the RIS study, the present work 
proposes a model oriented towards the analy-
sis of learning of the RIS systems and of the 

specialization patterns that emerge from the 
cooperation of their agents. Despite addres-
sing the RIS concept in an extensive theore-
tical manner in the last two decades, the si-
mulation of these systems and their learning 
processes from a bottom-up perspective, it 
is a topic that is still being developed. The 
model proposed here seeks to make a contri-
bution in the ABM  perspective as a metho-
dological strategy for the theoretical develo-
pment of the RIS and its learning dynamics. 
Therefore, its end is not to make specific 
prognostics, but to confirm the potential the-
se models have to improve the comprehen-
sion of the phenomena associated to regio-
nal learning, advancing in the formalization 
of the theoretical proposals on the topic, and 
exploring the scenarios analysis as a possibi-
lity of application of the models. 

The strength of the proposed model lays 
on the possibility of integrating the known 
theories and relations of the RIS innovation 
processes from a bottom-up perspective 
under a single model based on agents. The 
model helps to understand the interactive 
learning dynamics of these systems as it con-
tributes to the orientation of policies and re-
gional innovation strategies aiming to impro-
ve the economic and innovative performance 
of the agents. The following contributions of 
the proposal are foreseen to be particular-
ly relevant for the development of the model: 
1) the representation of the agents as inno-
vation capacities vectors in coherence with 
the resources perspective and capacities; 2) 

Figure 5. Agents that elaborate success formulas (SF), and system 
accumulated surplus stocks (SS) 

Source: Elaborated by the authors from the results of the simulations using the NetLogo platform version 5.1.0
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the theoretical formalization of the learning 
process through experience and interaction 
as accumulation of capacities resulting from 
the formation of success formulas that requi-
re taking the risk with many types of inno-
vation capacities according to the attributes 
demanded by Innovation Opportunities of the 
market; 3) the inclusion of factors related to 
the relative proximity, the limited rationali-
ty, and the incentives originated in the public 
policies for the decision making of the agents 
when the IO emerges in the market; 4) the 
configuration of potential learning patterns 
for different specializations according to the 
confluence of market factors, of relations and 
public incentives. 

It is considered of particular interest the 
fact that the model describes and makes ope-
rable the concepts of “integral and functional 
specialization” of the agents in the framework 
of the RIS. This can open a prosperous road 
for theoretical and empirical exploration of 
this systems’ performance starting from the 
interactive learning dynamics and from the 
perspective of the resources and capabili-
ties. From an applied perspective, the model 
could be useful for the agents and for the pu-
blic policy makers as an instrument of sce-
narios analysis. In this sense, the usefulness 
is analytical, not predictive. The RIS agents 
and the public policy makers could better 
understand the future developments of the 

Figure 6. Accumulation and variation of the capacities

Source: results of the simulations from the NetLogo interphase version 5.1.0
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regional system through the model due to a 
specific evolution of the factors that influen-
ce the agents on their decisions, on their be-
haviors, and the results of collective actions 
before the emerging IO in the market. Spe-
cific results in this direction are not presen-
ted here because it is not the objective of this 
article. However, the performed simulations 
make it possible to draw positive conclusions 
on the potential usefulness of the model for 
the scenarios analysis of the RIS in the lear-
ning perspective for innovation. 

The model is expected to be applied as 
an experiment in regions of high, medium, 
and low economic and innovative performan-
ce so that differential patterns of learning 
that emerge as a result of the confluence of 
specific circumstances present within re-
gions may be identified. Likewise, the model 
could be improved through the consideration 
of transaction costs and it could be used to 
analyze the impact of the intermediaries in 
the system performance. Finally, it is desira-
ble to go deeper into the analysis of the sys-
tem specialization patterns in relation to the 
distribution of characteristics of the agents’ 
population that would evolve through herita-
ge, variation, and selection mechanisms. 
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