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Resumen:
							                           
Este estudio presenta la validez y fiabilidad en la creación de un instrumento diseñado para evaluar las percepciones de docentes y pedagogos en formación hacia la integración de la Inteligencia Artificial en tareas relacionadas con su profesión docente, teniendo en cuenta factores intrínsecos como la actitud hacia su uso responsable, el nivel de creatividad en la creación de material didáctico con estas herramientas, el disfrute asociado en el uso de estas herramientas, y el nivel de ansiedad al enfrentarse al aprendizaje de esta tecnología emergente en su formación académica y su relevancia en su futuro mercado laboral. Fue utilizado un diseño no experimental ex post facto a través de encuestas con un muestreo no probabilístico por conveniencia, con un total de 548 docentes y pedagogos en formación de facultades de Ciencias de la Educación del territorio español. Para la elaboración del instrumento, se utilizaron medidas de fiabilidad y validez. Respecto a la fiabilidad, fueron utilizados los índices Alfa de Cronbach, Coeficiente Spearman-Brown, Dos Mitades de Guttman y fiabilidad compuesta. Respecto a la validez, se utilizaron la validez de comprensión, constructo, convergente y discriminante. Los resultados demostraron una fiabilidad altamente satisfactoria, y en términos de validez se observó un buen ajuste del modelo. La versión final del instrumento consta de 25 ítems clasificados en cinco factores latentes.
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Abstract:
						                           
This study presents the validity and reliability in the creation of an instrument designed to evaluate the perceptions of teachers and pedagogues in training towards the integration of Artificial Intelligence in tasks related to their teaching profession, taking into account intrinsic factors such as the attitude towards its responsible use, the level of creativity in the creation of didactic material with these tools, the associated enjoyment in the use of these tools, and the level of anxiety when facing the learning of this emerging technology in their academic training and its relevance in their future labor market. A non-experimental ex post facto design was used through surveys with a non-probabilistic sampling by convenience, with a total of 548 teachers and pedagogues in training from faculties of Education Sciences in Spain. Reliability and validity measures were used for the elaboration of the instrument. Regarding reliability, Cronbach's Alpha, Spearman-Brown Coefficient, Guttman's Two Halves and composite reliability were used. Regarding validity, comprehension, construct, convergent and discriminant validity were used. The results showed a highly satisfactory reliability, and in terms of validity, a good model fit was observed. The final version of the instrument consists of 25 items classified in five latent factors.
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INTRODUCCIÓN


Desde hace varias décadas, existe un creciente interés entre la población acerca de las posibilidades que las tecnologías digitales pueden ofrecer en el ámbito educativo, destacándose en particular la Inteligencia Artificial (IA) como una de las innovaciones más prometedoras (Şahín, 2024). Autores como Lambert y Stevens (2023) subrayan que la IA se refiere a un grupo de sistemas computacionales diseñados para aprender y realizar predicciones. No obstante, la IA que realmente ha captado la atención en los últimos años es la denominada “inteligencia artificial generativa” (IAG) la cual puede crear contenido nuevo y original como textos, imágenes, presentaciones, audios y videos a partir de prompts (instrucción) (Alenezi et al., 2023; González-Mayorga et al., 2024).

La IAG está demostrando ser una herramienta con un potencial transformador en múltiples ámbitos, incluido el educativo. De hecho, los investigadores Ng et al. (2021) subrayan que la IA “se convierte potencialmente en una de las habilidades tecnológicas más importantes del siglo XXI” (p. 2), principalmente “desde el lanzamiento de ChatGPT en noviembre de 2022, que trajo el concepto de IA generativa a la atención del público y despertó un creciente interés en su impacto potencial en la educación” (Yu y Guo, 2023, p. 1). En este contexto, gracias a la IA, los “educadores pueden aprovechar las experiencias de aprendizaje personalizadas, la generación de contenido adaptativo y el apoyo en tiempo real para los estudiantes” (Ruiz-Rojas et al., 2023, p. 1).

No obstante, la integración de la IA exige una planificación rigurosa y una formación adecuada para garantizar un uso efectivo y responsable (Gocen y Aydemir, 2020; Hwang y Chen, 2023). Sin embargo, si el objetivo de los docentes es preparar a los estudiantes para los retos del mercado laboral del siglo XXI, es imprescindible fomentar el desarrollo de habilidades, conocimientos y actitudes en IA y en concreto en IAG que les permitan adaptarse y prosperar en un mercado altamente dinámico (Farrelly y Baker, 2023). Por lo que las instituciones educativas deben ajustar y adaptar de manera ágil sus programas para incorporar el uso de la inteligencia artificial (IA) en todas las áreas del conocimiento (Bellas et al., 2023). No obstante, surge una serie de interrogantes: ¿Están los docentes y pedagogos en formación adecuadamente formados en IA e IAG para enfrentar los desafíos de su ámbito profesional? Para responder a estas cuestiones es necesario hacerse una pregunta previa, ¿Existen instrumentos de medición que evalúen el uso responsable y posibles factores intrínsecos de los docentes y pedagogos en formación con relación al uso de la IA e IAG y su repercusión en su futuro laboral?

Aunque se han realizado avances en los últimos años sobre la medición educativa en IA, existe una notable escasez de instrumentos psicométricos en la literatura científica enfocados en docentes y pedagogos en formación. Para respaldar esta afirmación, se llevó a cabo una búsqueda bibliográfica de instrumentos de evaluación de IA bajo los siguientes criterios: 1) que los instrumentos hubieran sido publicados en los últimos 2-3 años ya que es cuando más ha emergido el uso de la IA e IAG; 2) que los instrumentos estén enfocados en docentes y pedagogos en formación o docentes en activo ya que ambos pertenecen al mismo colectivo; y 3) que los instrumentos sean fiables y válidos, ya sea mediante validación de expertos o validación de constructo (análisis factorial exploratorio o confirmatorio, AFE y AFC). La Tabla 1 refleja la existencia de varios instrumentos, cada uno con una estructura y taxonomía concreta. A partir de la revisión de los estudios presentados, se observa que ninguno de estos estudios está enfocado en docentes y pedagogos en formación, excepto uno de ellos (Espinoza-San Juan et al., 2024), el cual carece de propiedades psicométricas.




Tabla 1




Análisis bibliográfico sobre instrumentos basados en IA en educación









	





	
Autores

	
Propósito

	
Muestra

	
Fiabilidad

	
Validez




	
AFE

	
AFC




	
Hornberger et al. (2023)

	Desarrollar y validar una prueba de alfabetización en IA.
	Estudiantes Universitarios
	No
	No
	Si



	
Marquina et al. (2024)

	Adaptar y validar un instrumento para medir las actitudes de los estudiantes hacia la inteligencia artificial.
	Estudiantes universitarios
	Sí
	Sí
	Sí



	
Nazaretsky et al. (2022)

	Medir la confianza de los docentes en la tecnología educativa basada en IA.
	Docentes de Ciencia
	Sí
	Sí
	Sí



	
Saz-Pérez et al. (2024)

	Validar un cuestionario sobre el uso de programas de IAG.
	Docentes
	Sí
	Sí
	No



	
Ng et al. (2023)

	Examinar cómo los estudiantes desarrollan la alfabetización en IA.
	Estudiantes de Educación Secundaria
	Sí
	Sí
	Sí



	
Grájeda et al. (2024)

	Evaluar la adopción y el impacto de las herramientas de IA.
	Estudiantes universitarios
	Sí
	Sí
	Sí



	
Chai et al. (2024)

	Desarrollo y validación de una escala sobre la Intención de Aprendizaje de IA.
	Estudiantes universitarios
	No
	No
	Sí



	
Üzüm et al. (2024)

	Desarrollar una escala de percepción de los docentes respecto al uso de la inteligencia artificial en educación.
	Docentes de diferentes etapas educativas
	Sí
	Sí
	Sí



	
Morales-García et al. (2024)

	Desarrollar y validar una Escala de Dependencia de IA.
	Estudiantes universitarios
	Sí
	Sí
	Sí



	
Yilmaz et al. (2023)

	Diseñar un instrumento sobre la aceptación de las aplicaciones de IAG.
	Estudiantes universitarios
	Sí
	Sí
	Sí



	
Espinoza-San Juan et al. (2024)

	Validar un cuestionario para evaluar la percepción y el uso de la Inteligencia Artificial Generativa (IA-Gen).
	Estudiantes de pedagogía
	Sí
	No
	No



	
Cheng et al. (2023)

	Diseñar un instrumento para medir las concepciones sobre la IA en la educación.
	Estudiantes universitarios
	Sí
	No
	Sí



	
Jang et al. (2022)

	Desarrollar un instrumento para evaluar las actitudes hacia la ética de la IA.
	Estudiantes universitarios
	Sí
	Sí
	Sí



	
Kim y Lee (2022)

	Desarrollar una herramienta que mida la alfabetización en IA.
	Estudiantes de secundaria
	Sí
	Sí
	Sí



	
Wang et al. (2024)

	Desarrollar una escala para evaluar la interactividad con la IA.
	Estudiantes universitarios
	Sí
	Sí
	Sí






















Como se observa en la tabla previa, faltan herramientas que evalúen el uso responsable que hacen los docentes y pedagogos en formación, así como factores intrínsecos, como la creatividad para la creación de material didáctico y su planificación en tareas didácticas, el disfrute asociado a la hora de usar aplicaciones tecnológicas emergentes, o en cambio, el propio miedo-stress que pueden sentir en el propio aprendizaje y uso de las aplicaciones de AIG. Este artículo tiene como propósito la creación de un nuevo instrumento psicométrico, con un enfoque único al centrarse en estos aspectos específicos y en un colectivo que ha sido poco investigado hasta el momento.





MARCO TEÓRICO SOBRE LA TAXONOMÍA DE LOS FACTORES DEL INSTRUMENTO


El uso de la IA e IAG por parte de docentes en activo y formación está condicionado por una amplia variedad de factores que desempeñan un papel crucial (Tiwari et al., 2024). En primer lugar, uno de los principales factores es el uso responsable de esta tecnología (Aler et al., 2024), ya que “si bien ofrecen grandes oportunidades, los sistemas de IA también generan ciertos riesgos que deben gestionarse de manera adecuada y proporcionada” (Comisión Europea, 2019, p. 4), por lo que es necesario que “los estudiantes reciban capacitación sobre el uso responsable y las pautas éticas” (Hasanein y Sobaih, 2023, p. 2609). Estamos de acuerdo con las reflexiones de Brandão et al. (2024) al afirmar que existe un número de estudiantes los cuales probablemente utilizan herramientas con IAG debido a su accesibilidad y uso gratuito en contextos extracurriculares. Por ello, consideramos que el empleo de estas tecnologías exige no solo una comprensión técnica, sino también una reflexión ética por parte de los docentes y pedagogos en formación sobre el uso responsable de la IA e IAG, teniendo en cuenta las exigencias y transformaciones de sus futuros mercados laborales.

En segundo lugar, según Uzumcu y Acilmis (2024), la afirmación “los innovadores son personas creativas y emprendedoras dispuestas a asumir riesgos y abiertas a nuevas ideas” (p. 1112) encaja perfectamente con el rol de los docentes en la integración de la inteligencia artificial en sus prácticas pedagógicas. Los educadores que se destacan por su creatividad y mentalidad emprendedora son fundamentales para aprovechar el potencial de las TIC (Alemany et al., 2021), en nuestro caso, del uso de la IA e IAG ya que estas tecnologías “podría ayudarles a ser creativos en su práctica” (Chounta et al., 2022, p. 735). En lugar de limitarse a usar la IA e IAG como un simple facilitador de tareas, esta tipología de docentes tendrá una oportunidad para diseñar metodologías activas y personalizadas que mejoren la experiencia de aprendizaje (Kaouni et al., 2023), y consecuentemente, la IA podría ayudar a contribuir “al logro del cuarto ODS (objetivos desarrollo sostenible) propuesto por la ONU (Organización de las Naciones Unidas) al promover una educación inclusiva, equitativa y de calidad. Esta apertura hacia nuevas posibilidades y disposición a experimentar creativamente va a permitir que la IA e IAG se conviertan en herramientas dinámicas, capaces de enriquecer el aula y fomentar la autonomía no solo del docente sino también de los estudiantes (Mohamed et al., 2024).

Un tercer concepto es el concepto de flow digital traducido al castellano como el disfrute asociado al uso de la tecnología. La teoría del flow digital se refiere a un estado de inmersión profunda y concentración total en una actividad digital, donde el usuario experimenta una combinación de disfrute e interés intrínseco (Guillén-Gámez et al., 2023). Este concepto fue adaptado de la teoría del flujo de Mihaly Csikszentmihalyi, que originalmente describía el "flow" como un estado mental en el que una persona se encuentra completamente absorbida por una tarea (Csikszentmihalyi et al., 2014). En otras palabras, ello es “un estado psicológico en el que la persona se siente simultáneamente cognitivamente eficiente, motivada y feliz” (Moneta y Csikszentmihalyi, 1996, p. 277). En el contexto digital, el flow se refiere a actividades realizadas con tecnologías o plataformas digitales, en las que las personas sienten una alta satisfacción mientras interactúan con estas herramientas (Zhan et al., 2024). En el contexto de esta investigación, los docentes y pedagogos en formación que disfruten del uso de la IA generativa lograrán dos beneficios clave: primero, fortalecerán sus habilidades digitales, lo que les permitirá sobresalir en un mercado laboral altamente competitivo y demandante en habilidades digitales. Segundo, desarrollarán un estado de disfrute, facilitando su adaptación a entornos educativos dinámicos e innovadores, alineándose con las expectativas de empleadores que buscan profesionales con capacidades tecnológicas avanzadas y flexibilidad cognitiva.

Por último, estos colectivos docentes podrían experimentar estrés o ansiedad al aprender a utilizar la IA e IAG en contextos educativos, principalmente debido al impacto de estas tecnologías emergentes en las tasas de empleo y la vida social (Hopcan et al., 2024). La ansiedad relacionada con la IAG se puede describir como la inquietud o el miedo que algunas personas experimentan ante los posibles efectos negativos y riesgos que pueden surgir con el uso de estas tecnologías en diferentes sectores sociales (Wang y Wang, 2022). En el contexto educativo, existen varias razones por las que los educadores pueden sentir ansiedad sobre la IA. Por un lado, la idea de que ello pueda reemplazar a los docentes, lo cual provocaría una pérdida de empleos y una disminución en la calidad educativa (Wang et al., 2022). Y, por otro lado, algunos docentes temen que los sistemas de IA no puedan captar aspectos clave de la enseñanza, como la construcción de relaciones con los estudiantes y la personalización del aprendizaje (Ouyang et al., 2022). Sin embargo, hay una tercera razón que ha sido poco explorada hasta el momento en la literatura científica: la posibilidad de que los docentes y pedagogos en formación no posean y adquieran durante el grado educativo las habilidades necesarias para utilizar la IA e IAG, lo que podría limitar su capacidad para competir eficazmente en el mercado laboral y educativo.

Teniendo en consideración este marco teórico previo, el objetivo a alcanzar es validar un instrumento psicométrico para evaluar tanto el uso responsable de la IA e IAG por parte de docentes y pedagogos en formación, como de factores intrínsecos como la actitud, creatividad, disfrute (flow digital) y ansiedad hacia la integración de estas tecnologías en tareas relacionadas con su profesión docente.





MÉTODO




Diseño y tipo de muestreo


Para alcanzar los objetivos de este estudio, fue empleado un diseño no experimental (ex post facto) para evaluar las propiedades psicométricas (fiabilidad y validez) del instrumento diseñado. Los datos fueron recolectados a través del contacto directo de los autores con sus propios estudiantes, así como con otros estudiantes de sus universidades y de otras instituciones que ofrecían los grados de Magisterio y/o Pedagogía. La selección de la muestra se realizó de manera no probabilística durante los meses de septiembre y octubre de 2024, siguiendo un criterio de conveniencia, dado el acceso directo a estos grupos. La participación fue voluntaria y anónima, garantizando el consentimiento informado antes de la recolección de los datos. El proceso de recolección se llevó a cabo en horario de clase, previa autorización de los docentes responsables de las asignaturas en las que se encontraban los estudiantes. Se explicó a los participantes el propósito del estudio y se les proporcionaron instrucciones claras sobre cómo completar el instrumento. La administración del cuestionario se realizó en formato digital mediante una plataforma en línea (Google Forms), lo que permitió recopilar respuestas de manera eficiente y sistematizada. La muestra final estuvo formada por un total de 548 docentes y pedagogos en formación. La Tabla 2 muestra la distribución de los participantes según diversas variables demográficas.




Tabla 2




Distribución de la muestra de los docentes en formación









	





	
Genero

	Femenino (81.60 %, n=447)
	
Etapa educativa

	Educación Infantil (26.50 %, n= 145)



	Masculino (18.40 %, n= 101) 
	Educación Primaria (29 %, n= 159)



	
	
	Pedagogía (6.6 %, n= 36)



	
Edad

	Femenino (20.76±2.13)
	Doble Grado (30.30 %, n= 166) 



	Masculino (23.15±6.46)
	Postgrado (7.7 %, n= 42)


























Procedimiento en la elaboración del instrumento


El instrumento se creó tras revisar la literatura sobre el uso responsable de la IA por parte de docentes y pedagogos en formación, como de factores intrínsecos como el nivel de creatividad, disfrute tecnológico (flow digital) y estrés hacia la integración de la IA en tareas relacionadas con su profesión docente. Al encontrar pocos instrumentos sobre la temática, se decidió llevar a cabo el diseño y creación de un instrumento psicométrico. Se utilizó una escala Likert de siete puntos, donde el valor uno fue asociado a la etiqueta “totalmente en desacuerdo” mientras que el valor siete se asoció a “totalmente de acuerdo”.

Tras revisar la literatura y desarrollar una batería de 41 ítems, se tomó en cuenta las recomendaciones de Hair et al. (2010), que sugieren recoger una muestra entre cinco y diez veces el número de ítems del cuestionario para analizar sus propiedades psicométricas. En este estudio, los ítems iniciales fueron 41, resultando en una proporción de 13.37, bastante superior a esta recomendación. Para los posteriores procedimientos, se siguieron las pautas recomendadas por Pérez y Carretero-Dios (2005): validez de comprensión, validez de constructo, validez convergente y discriminante y fiabilidad. Para el desarrollo de los análisis estadísticos se utilizó el software SPSS V24 y AMOS V24 perteneciente a la compañía IBM.







RESULTADOS




Validez de comprensión: análisis estadístico de los ítems


Dado que el estudio de la normalidad de los datos a través de Kolmogorov-Smirnov es muy sensible a pequeñas desviaciones en escalas tipo Likert, no se consideró como único criterio de normalidad al no soportar su contraste (p. < .05). En cambio, se siguió el criterio de Pérez y Medrano (2010) para evaluar la validez de comprensión, quienes sugieren que los ítems con asimetría y curtosis entre ±1.5 son adecuados, junto con aquellos que tienen una desviación estándar superior a 1 (Meroño et al., 2018).

La Tabla 3 muestra los ítems del instrumento organizados según sus respectivos factores. Los resultados descriptivos indicaron que todos los ítems tienen una adecuada validez de comprensión, ya que sus valores se ubicaron dentro de los límites establecidos, excepto el ítem DIM2.1 el cual sobrepasó los umbrales recomendados según Pérez y Medrano (2010), por lo tanto, fue eliminado.




Tabla 3




Coeficientes de asimetría, curtosis y desviación típica









	





	
	
DT

	
A

	
K




	
DIM1
“Actitud hacia el uso de la IA para la empleabilidad como futuro docente o pedagogo”




	
DIM1.1. Considero que dominar herramientas de IA afectará positivamente mis oportunidades laborales.
	1.75
	-.90
	.02



	
DIM1.2. Creo que las escuelas o instituciones socio-comunitarias deben contratar agentes educativos con experiencia en el uso de IA.
	1.73
	-.57
	-.49



	
DIM1.3. Siento que tener formación en IA me hará más competitivo en el mercado laboral docente.
	1.76
	-1.04
	.15



	
DIM1.4. Pienso que un director/jefe/evaluador verá la habilidad de usar IA como un requisito importante para obtener un puesto de trabajo.
	1.73
	-.43
	-.70



	
DIM1.5. Considero que ganaré oportunidades de empleo si me capacito adecuadamente en la implementación de IA.
	1.69
	-.78
	-.28



	
DIM1.6. Creo que, si desarrollo habilidades en IA, tendré más ventajas en la búsqueda de empleo sobre otros compañeros.
	1.74
	-.81
	-.22



	
DIM1.7. Considero que las futuras ofertas laborales para docentes, educadores y pedagogos están cada vez más centradas en la integración de IA en el proceso educativo de los individuos.
	1.76
	-.58
	-.62



	
DIM1.8. Siento que, desarrollando habilidades en IA, seré percibido como un docente/formador más innovador por los futuros compañeros de trabajo.
	1.73
	-.78
	-.31



	
DIM2 “Flow digital en el uso responsable y seguro de la IA”




	
DIM2.1. Me gustaría aprender aplicaciones de inteligencia artificial que me puedan servir en mi futuro laboral.
	1.61
	-1.55
	-1.50



	
DIM2.2. Me resulta ameno aprender sobre aplicaciones de inteligencia artificial
	1.63
	-.79
	-.60



	
DIM2.3. Me siento motivado/a para investigar y familiarizarme con las herramientas de inteligencia artificial disponibles para el mundo educativo.
	1.64
	-.83
	-.50



	
DIM2.4. Estoy interesado/a en recibir formación adicional sobre aplicaciones de inteligencia artificial que puedan mejorar mis habilidades como futuro docente/educador/pedagogo.
	1.63
	-1.02
	.23



	
DIM2.5. Me motiva pensar que el dominio de la IA durante mi formación universitaria me permitirá destacarme en el mercado laboral y aumentar mis posibilidades de empleo en instituciones sociales.
	1.68
	-.90
	-.56



	
DIM2.6. Me resulta gratificante pensar que aprender a utilizar herramientas de IA durante el grado universitario mejorará mis oportunidades de empleo en centros educativos o socio-comunitarios o empresas, ya que se valorará mi capacidad para personalizar el contenido de las clases.
	1.64
	-1.00
	.27



	
DIM2.7. Me motiva pensar que aprender durante el grado universitario el dominio de la IA aumentará mis posibilidades de ser contratado en instituciones educativas y sociales que busquen innovar en sus programas educativos.
	1.65
	-.94
	.12



	
DIM2.8. Creo que aprender IA durante el grado universitario será un factor decisivo para destacar en instituciones que promuevan la educación digital y el aprendizaje interactivo.
	1.66
	-.80
	-.26



	
DIM2.9. Confío en que la habilidad de crear experiencias de aprendizaje inmersivas con IA será un diferenciador importante al postularme para trabajos en asociaciones que apoyan el desarrollo comunitario.
	1.63
	-.92
	.12



	
DIM2.10. Me gustaría aprender durante el grado universitario el uso de IA para la creación de contenido educativo ya que me ayudará a ser más competitivo en sectores donde se espera que los docentes se adapten a nuevas tecnologías.
	1.62
	-1.14
	.50



	
DIM3 “Creatividad para usar la IA de manera responsable como futuro docente o pedagogo”




	
DIM3.1. Considero que tengo la creatividad necesaria como futuro agente educativo para planificar mis acciones educativas con inteligencia artificial.
	1.48
	-.76
	.07



	
DIM3.2. Creo que tengo bastante creatividad para adaptar con inteligencia artificial los contenidos que estoy aprendiendo en el grado universitario a los colectivos con los que trabajaré en mi futuro mercado laboral.
	1.43
	-.64
	-.20



	
DIM3.3. Siento que tengo la capacidad de ser creativo al desarrollar materiales educativos innovadores utilizando inteligencia artificial.
	1.48
	-.70
	-.16



	
DIM3.4. Considero que tengo la habilidad para crear actividades interactivas y atractivas con la ayuda de inteligencia artificial, adaptadas a los colectivos con los que trabajaré una vez que acabe mi grado universitario.
	1.50
	-.67
	-.20



	
DIM3.5. Considero que poseo la capacidad de crear experiencias de aprendizaje personalizadas e inmersivas utilizando inteligencia artificial.
	1.57
	-.63
	-.32



	
DIM3.6. Sé que soy capaz de utilizar mi creatividad para adaptar y mejorar mis futuras tareas educativas con inteligencia artificial para atender mejor las necesidades de los colectivos con los que trabajaré.
	1.52
	-.71
	-.19



	
DIM3.7. Considero que tengo la capacidad para desarrollar actividades innovadoras con inteligencia artificial para poder utilizarlas en instituciones sociales y educativas.
	1.52
	-.77
	-1.06



	
DIM4 “Ansiedad para usar la IA en mi futuro contexto laboral”




	
*DIM4.1. Me resulta estresante considerar las habilidades que debo adquirir sobre inteligencia artificial durante el grado universitario para destacar en mi futuro empleo como docente/educador.
	1.83
	-.11
	-1.06



	
*DIM4.2. Me agobia la idea de que la falta de conocimientos impartidos en la universidad sobre inteligencia artificial pueda limitar mis oportunidades laborales en el ámbito educativo.
	1.89
	.26
	-1.16



	
*DIM4.3. Me siento frustrado al enfrentar la presión de aprender a utilizar herramientas de inteligencia artificial para la creación de recursos educativos.
	1.88
	-.06
	-1.14



	
*DIM4.4. Me inquieta no tener suficiente tiempo para desarrollar las competencias necesarias en inteligencia artificial antes de ingresar al mercado laboral.
	1.85
	.16
	-1.11



	
*DIM4.5. Me resulta difícil imaginar cómo integrar la inteligencia artificial en mis clases sin sentirme abrumado por la carga de aprendizaje.
	1.84
	-.15
	-1.09



	
*DIM4.6. Me cansa pensar en la complejidad de aprender durante el grado universitario a crear materiales didácticos con inteligencia artificial mientras finalizo mis estudios.
	1.91
	-.23
	-1.15



	
*DIM4.7. Me inquieta la posibilidad de que mis habilidades en inteligencia artificial no sean suficientes para competir en el mercado laboral y educativo.
	1.91
	.12
	-1.20



	
DIM5 “Uso responsable de la IA
para la empleabilidad como futuro docente o pedagogo”




	
DIM5.1. Tengo en cuenta la privacidad y el uso responsable de datos cuando implemento herramientas de inteligencia artificial.
	1.67
	-.88
	-.92



	
DIM5.2. Soy consciente de las posibles consecuencias negativas del mal uso de la IA y procuro evitarlas en mi actividad.
	1.62
	-.99
	-.93



	
DIM5.3. Como futuro profesional, me informo sobre las normativas y regulaciones para el uso responsable de la inteligencia artificial enfocado en las labores de mi futuro mercado laboral.
	1.85
	-.35
	-.93



	
DIM5.4. Me preocupo por las implicaciones sociales, éticas, y de uso responsable de la IA, las cuales pueden afectar a los colectivos con los que trabaje en mi futuro mercado laboral.
	1.64
	-.75
	-.22



	
DIM5.5. Creo que los futuros profesionales debemos ser conscientes del papel que jugará la inteligencia artificial en la educación y estar preparados para gestionarla de forma responsable en nuestro ejercicio profesional.
	1.39
	-1.32
	1.18



	
DIM5.6. Creo que es fundamental que los futuros profesionales estemos capacitados en el uso responsable de la inteligencia artificial en nuestras futuras prácticas laborales.
	1.45
	-1.24
	.82



	
DIM5.7. Me siento encargado de aprender sobre el uso responsable de la IA para prepararme mejor de cara a mi futuro mercado laboral.
	1.46
	-1.04
	.43



	
DIM5.8. Me preocupo por las implicaciones sociales y de uso responsable de la IA en el diseño y creación de material didáctico con IA.
	1.57
	-.89
	.02



	
DIM5.9. Pienso que el uso responsable de la inteligencia artificial será una competencia clave en el entorno laboral.
	1.44
	-1.27
	.98















Fuente: elaboración propia.

Nota:  elaboración propia. DT= desviación típica; A= asimetría; K= curtosis. * Ítems en orden inverso








Tras verificar los valores de dispersión, de asimetría y curtosis, se comprobó si la fiabilidad de cada ítem aumentaba o disminuía en comparación con el Alfa de Cronbach global al eliminarlo. También se revisó el índice de homogeneidad (correlación elemento-total corregida) para descartar ítems con coeficientes inferiores a 0.4 (Shaffer y Kipp, 2010). Por ello, se eliminaron para los posteriores procedimientos los ítems DIM4.1, DIM4.3, DIM4.5, DIM4.6. En la Tabla 4 se observa los estadísticos de cada ítem una vez eliminados los ítems con poca carga de fiabilidad.




Tabla 4




Análisis del índice de discriminación de escala









	





	
	
Media de escala si el elemento se ha suprimido

	
Varianza de escala si el elemento se ha suprimido

	
Correlación total de elementos corregida

	
Alfa de Cronbach si el elemento se ha suprimido




	
DIM1

	
	
	
	



	DIM1.1
	174.2755
	1379.630
	.670
	.962



	DIM1.2
	174.7920
	1381.269
	.667
	.962



	DIM1.3
	174.2372
	1373.995
	.712
	.961



	DIM1.4
	174.9489
	1379.683
	.681
	.962



	DIM1.5
	174.4562
	1373.645
	.746
	.961



	DIM1.6
	174.5365
	1376.958
	.700
	.961



	DIM1.7
	174.8522
	1381.984
	.650
	.962



	DIM1.8
	174.4982
	1376.503
	.704
	.961



	
DIM2

	
	
	
	



	DIM2.2
	174.5456
	1387.930
	.654
	.962



	DIM2.3
	174.4635
	1382.026
	.698
	.961



	DIM2.4
	174.1898
	1378.600
	.732
	.961



	DIM2.5
	174.3832
	1369.988
	.785
	.961



	DIM2.6
	174.3047
	1369.130
	.812
	.961



	DIM2.7
	174.3376
	1367.438
	.820
	.961



	DIM2.8
	174.5018
	1374.580
	.752
	.961



	DIM2.9
	174.3759
	1374.209
	.773
	.961



	DIM2.10
	174.0949
	1374.126
	.776
	.961



	
DIM3

	
	
	
	



	DIM3.1
	174.4069
	1394.589
	.665
	.962



	DIM3.2
	174.4507
	1392.577
	.706
	.961



	DIM3.3
	174.4124
	1392.396
	.684
	.962



	DIM3.4
	174.5128
	1391.950
	.679
	.962



	DIM3.5
	174.6788
	1390.866
	.654
	.962



	DIM3.6
	174.4872
	1390.861
	.677
	.962



	DIM3.7
	174.5255
	1391.252
	.675
	.962



	
DIM4

	
	
	
	



	DIM4.2
	175.2263
	1414.307
	.466
	.964



	DIM4.4
	175.3339
	1414.837
	.573
	.964



	DIM4.7
	175.3522
	1419.026
	.529
	.964



	
DIM5

	
	
	
	



	DIM5_1
	174.2938
	1403.780
	.509
	.963



	DIM5_2
	174.1478
	1400.909
	.548
	.962



	DIM5_3
	175.0310
	1409.752
	.409
	.963



	DIM5_4
	174.4325
	1405.332
	.505
	.963



	DIM5_5
	173.7391
	1401.034
	.643
	.962



	DIM5_6
	173.8139
	1399.421
	.631
	.962



	DIM5_7
	174.0201
	1396.389
	.656
	.962



	DIM5_8
	174.1880
	1397.703
	.597
	.962



	DIM5_9
	177.7591
	1231.130
	.669
	.950















Fuente: elaboración propia.








Por último, en el contexto de este tipo de validez, Asencio et al. (2017) recomiendan verificar la unidimensionalidad del instrumento, es decir, el nivel de varianza común entre los ítems de la prueba, mediante el análisis de la correlación entre sus distintas dimensiones. La Tabla 5 muestra la matriz de correlación entre los factores latentes del instrumento tras aplicar la rotación Oblimin, lo que indica que los factores están correlacionados. Este resultado sugiere que el instrumento presenta una estructura unidimensional, basada en cinco factores latentes.




Tabla 5




Matriz de correlación factorial









	





	
Factores latentes

	
DIM2

	
DIM5

	
DIM3

	
DIM4

	
DIM1




	DIM2
	1.000
	
	
	
	



	DIM5
	.421
	1.000
	
	
	



	DIM3
	.544
	.501
	1.000
	
	



	DIM4
	-.267
	-.244
	-.207
	1.000
	



	DIM1
	.683
	.381
	.513
	-.306
	1.000















Fuente: elaboración propia.












Validez de constructo: análisis factorial exploratorio


Después de comprobar la validez de comprensión, se evaluó la unidimensionalidad del instrumento mediante el AFE. Este tipo de validez fue realizada bajo la rotación Oblimin y el método de Factorización de Ejes Principales para explicar la mayor parte de la varianza común. Este enfoque es adecuado incluso cuando el supuesto de normalidad no se cumple plenamente (Fabrigar et al., 1999).

En primer lugar, se comprobó la adecuación de los ítems respecto a la pertenencia a sus factores latentes, con la prueba de esfericidad de Bartlett (Chi-cuadrado= 22279.671; gl=666; p. < 0.05) y el índice de esfericidad de Kaiser-Meyer-Olkin (KMO= 0.960). Ambos coeficientes fueron satisfactorios. Según el criterio de Kaiser de Cattell (1966), solo los factores con autovalores superiores a 1 deben extraerse; en este caso, los cinco primeros factores latentes cumplieron con este criterio, como se muestra en la Tabla 6. Así, la escala creada consta de cinco factores, explicando una varianza total del 76.89 %: DIM2 (47.13 %), DIM5 (11.07 %), DIM3 (7,32 %), DIM4 (6.05 %), Y DIM1 (5.32 %).




Tabla 6




Autovalores y varianza explicada









	





	
Factores latentes

	
Autovalores

	
% de varianza

	
% Acumulado




	DIM2
	17.435
	47.123
	47.123



	DIM5
	4.095
	11.069
	58.192



	DIM3
	2.708
	7.320
	65.511



	DIM4
	2.237
	6.046
	71.557



	DIM1
	1.970
	5.324
	76.881















Fuente: elaboración propia.








En la Tabla 7 se observa que el mayor porcentaje de varianza verdadera en la unidimensionalidad del instrumento fue la dimensión 2 (disfrute tecnológico en el uso responsable y seguro de la IA), incluyendo los ítems DIM2.4, DIM2.3, DIM2.10, DIM2.8, DIM2.5, DIM2.2, DIM2.7, DIM2.6, y DIM2.9. El segundo factor con mayor carga fue la dimensión 5 (Uso responsable de la IA para la empleabilidad como futuro docente o pedagogo), incluyendo los ítems DIM5_2, DIM5_8, DIM5_4, DIM5_7, DIM5_1, DIM5_6, DIM5_5, DIM5_9, DIM5_3. El tercer factor con mayor saturación fue la dimensión 3 (Creatividad para usar la IA de manera responsable como futuro docente o pedagogo), incluyendo los ítems DIM3.4, DIM3.5, DIM3.7, DIM3.6, DIM3.3, DIM3.2 y DIM3.1. El cuarto factor en orden de saturación fue la dimensión 4 (Ansiedad para usar la IA en mi futuro contexto laboral), con los ítems DIM4.7, DIM4.2 y DIM4.4. El factor con menor porcentaje fue la dimensión 1 (Actitud hacia el uso de la IA para la empleabilidad como futuro docente o pedagogo), con los ítems DIM1.6, DIM1.5, DIM1.4, DIM1.7, DIM1.3, DIM1.8, DIM1.2 y DIM1.1.




Tabla 7




Cargas factoriales rotadas









	





	
Dimensiones

	
Factores latentes




	
1

	
2

	
3

	
4

	
5




	DIM2.4
	.892
	
	
	
	



	DIM2.3
	.858
	
	
	
	



	DIM2.10
	.832
	
	
	
	



	DIM2.8
	.831
	
	
	
	



	DIM2.5
	.816
	
	
	
	



	DIM2.2
	.812
	
	
	
	



	DIM2.7
	.809
	
	
	
	



	DIM2.6
	.794
	
	
	
	



	DIM2.9
	.777
	
	
	
	



	DIM5.2
	
	.872
	
	
	



	DIM5.8
	
	.852
	
	
	



	DIM5.4
	
	.829
	
	
	



	DIM5.7
	
	.809
	
	
	



	DIM5.1
	
	.799
	
	
	



	DIM5.6
	
	.782
	
	
	



	DIM5.5
	
	.730
	
	
	



	DIM5.9
	
	.694
	
	
	



	DIM5.3
	
	.619
	
	
	



	DIM3.4
	
	
	.897
	
	



	DIM3.5
	
	
	.888
	
	



	DIM3.7
	
	
	.880
	
	



	DIM3.6
	
	
	.872
	
	



	DIM3.3
	
	
	.859
	
	



	DIM3.1
	
	
	.795
	
	



	DIM3.2
	
	
	.794
	
	



	DIM4.7
	
	
	
	.881
	



	DIM4.2
	
	
	
	.867
	



	DIM4.4
	
	
	
	.845
	



	DIM1.6
	
	
	
	
	.921



	DIM1.5
	
	
	
	
	.908



	DIM1.4
	
	
	
	
	.866



	DIM1.7
	
	
	
	
	.850



	DIM1.3
	
	
	
	
	.803



	DIM1.8
	
	
	
	
	.792



	DIM1.2
	
	
	
	
	.735



	DIM1.1
	
	
	
	
	.662















Fuente: elaboración propia.












Validez de constructo: análisis factorial confirmatorio


Después del AFE, se realizó el AFC para verificar el ajuste de los datos mediante un modelo de ecuaciones estructurales, con el propósito de evaluar el ajuste del modelo teórico identificado en el AFE, según las recomendaciones de Thompson (2004) y otros autores con la creación de sus instrumentos psicométricos (Guillén Gámez et al., 2024; Soriano-Alcantara et al., 2024). Para interpretar los índices del AFC, se siguieron las recomendaciones de Bentler (1989) y Hu y Bentler (1999): discrepancia mínima/grados de libertad (CMIN/DF), donde valores menores a 5 indican un ajuste razonable; error cuadrático medio de aproximación (RMSEA), con valores inferiores a 0.07 considerados óptimos; y los índices de bondad de ajuste (GFI), ajuste comparativo (CFI) y ajuste normalizado (NFI), considerados adecuados cuando son iguales o superiores a 0.9.

Se llevaron a cabo diferentes modelos psicométricos donde fueron eliminados los siguientes ítems hasta encontrar el modelo que mejores propiedades psicométricas tenía: DIM1.1, DIM1.2, DIM1.8, DIM2.2, DIM2.3, DIM2.9, DIM3.1, DIM3.2, DIM5.1, DIM5.3, DIM5.4. Los coeficientes obtenidos fueron los siguientes: CMIN/DF (2.487) con un mayor inferior a 5; RMSEA (.052), siendo inferior a .07; GFI (.910), CFI (.973) y NFI (.955) con valores superiores a .90. La Figura 1 presenta el modelo factorial final obtenido del AFC. En esta figura también se muestran los valores de correlación estandarizados derivados del AFC.




[image: 331481521010_gf3.png]


Figura 1



Modelo de ecuaciones estructurales. Instrumento definitivo








Fuente: elaboración propia.












Validez convergente y discriminante


Una vez llevada a cabo la validez de constructo bajo el AFE y AFC, se verificaron dos tipos más de validez más. Por un lado, la validez convergente, que se refiere a la confianza en que los ítems evaluados miden el mismo factor latente (Cheung y Wang, 2017), utilizando los valores de varianza promedio extraída (AVE) los cuales han de ser superiores a .50, tal y como recomiendan Hair et al. (2010). Además, el valor de la raíz cuadrada del AVE en la diagonal debe ser mayor que las correlaciones entre factores (Hair et al., 2010). En la Tabla 8 se observa que los valores AVE superan .50 y que las raíces cuadradas de los AVE (en la diagonal y en negrita) son mayores que las correlaciones entre los factores latentes. Y, por otro lado, la validez discriminante, la cual evalúa hasta qué punto un constructo es verdaderamente distinto de otros constructos dentro de un modelo de investigación, y para ello es utilizado el índice MSV (máxima varianza compartida al cuadrado), cuyo requisito es que su valor sea inferior al AVE de cada factor latente (Fornell y Larcker, 1981). Según los resultados en la Tabla 8 se conserva la validez discriminante entre los factores latentes del instrumento.




Tabla 8




Coeficientes validez convergente y discriminante









	





	
Factores

	
AVE

	
MSV

	
Raíz cuadrada AVE (diagonal) y Correlaciones entre factores

	



	
DIM2

	
DIM5

	
DIM3

	
DIM4

	
DIM1

	



	DIM2
	.819
	.521
	
.905

	
	
	
	
	



	DIM5
	.735
	.300
	.548
	
.857

	
	
	
	



	DIM3
	.799
	.319
	.565
	.520
	
.894

	
	
	



	DIM4
	.750
	.097
	-.312
	-.280
	-.222
	
.866

	
	



	DIM1
	.751
	.521
	.722
	.445
	.518
	-.301
	
.866

	















Fuente: elaboración propia.












Análisis de fiabilidad


Finalmente, se calculó la fiabilidad de cada factor latente del instrumento, así como la consistencia interna global. Para ello, se emplearon los coeficientes alfa de Cronbach, Spearman-Brown, Guttman y confiabilidad compuesta (CR), teniendo en consideración que los valores recomendados han de ser superiores a 0.7 (Nunally, 1978; Heinzl et al., 2011). Los resultados obtenidos en los cuatro índices fueron muy satisfactorios (Tabla 9), indicando que la consistencia interna del instrumento es adecuada.




Tabla 9




Coeficientes de fiabilidad









	





	
Dimensión

	
DIM1

	
DIM2

	
DIM3

	
DIM4

	
DIM5

	
TOTAL




	Alfa de Cronbach
	.937
	.964
	.952
	.900
	.941
	.924



	Spearman-Brown
	.929
	.954
	.945
	.902
	.903
	.792



	Dos mitades de Guttman
	.888
	.963
	.899
	.808
	.903
	.770



	CR
	.938
	.964
	.952
	.900
	.943
	-















Fuente: elaboración propia.














CONCLUSIONES Y DISCUSIONES


En el contexto educativo actual, marcado por la rápida integración de la IA e IAG (Şahín, 2024), este estudio se propuso desarrollar y validar un instrumento que permita medir las autopercepciones de docentes y pedagogos en formación sobre el uso de la IA y su relevancia en el mercado laboral. Dada la creciente importancia de esta tecnología emergente en el ámbito formativo y profesional, contar con una herramienta que evalúe múltiples dimensiones del uso de la IA e IAG resulta fundamental (Ng et al., 2021), ya que los educadores van a poder aprovechar estas herramientas para personalizar el aprendizaje en el estudiantado, generar contenidos multimedia como imágenes, videos o texto, así como analizar el aprendizaje en tiempo real (Ruiz-Rojas et al., 2023).

La mayoría de los instrumentos de medición creados hasta ahora han utilizado muestras de estudiantes a nivel general (Hornberger et al., 2023; Marquina et al., 2024; Nazaretsky et al., 2022; Saz-Pérez et al., 2024; Ng et al., 2023; Grájeda et al., 2024; Chai et al., 2024; Üzüm et al., 2024; Morales-García et al., 2024; Yilmaz et al., 2023), pero muy pocos han sido enfocados en docentes y pedagogos en formación (Espinoza-San Juan et al., 2024), dándole un valor añadido a este estudio. Este instrumento permite medir no solo el compromiso ético y responsable hacia la tecnología en términos de empleabilidad, sino también la actitud de los docentes y pedagogos en formación respecto a cómo el uso de la IA e IAG podría influir en sus oportunidades laborales. Además, incluye la evaluación de factores como el disfrute tecnológico (flow digital), la creatividad en el uso de la IA y el grado de ansiedad asociado a su aprendizaje y aplicación, aspectos que son claves para su desarrollo profesional.

Para la creación del instrumento psicométrico se siguieron los pasos recomendados por diferentes estudios realizados por Pérez y Carretero-Dios (2005), Guillén Gámez et al. (2024) o Soriano-Alcántara et al. (2024). Para tal fin se elaboró una versión inicial del instrumento con un total de 41 ítems repartidos en cinco factores latentes. Los ítems fueron creados para una escala Likert de siete puntos. En el proceso de validación psicométrico, se comprobó que la muestra era adecuada, superando ampliamente la recomendación de Hair et al. (2010), al tener un número de participantes que multiplicaba por 10 la cantidad de ítems (con una proporción inicial de 13.37, y en la versión final del instrumento de 21.92).

Para asegurar la validez de comprensión, se eliminaron los ítems que no cumplían con los rangos establecidos, basándose en los coeficientes de asimetría y curtosis y en el índice de discriminación de la escala, tal y como recomiendan Meroño et al. (2018) y Pérez y Medrano (2010). En relación con la validez del constructo, durante el AFE no se descartató ningún ítem ya que todos alcanzaron la saturación mínima de carga de .40, siguiendo las recomendaciones de Cattell (1966). Este proceso dio lugar a los cinco factores latentes descritos previamente los cuales explicaron el 76.89 % de la varianza verdadera en las puntuaciones de los participantes.

En el AFC se realizó varios ajustes con la eliminación de los ítems con peor saturación en sus correspondientes factores latentes, hasta identificar un buen ajuste, según los criterios de Bentler (1989) y Hu y Bentler (1999). En esta versión final, los coeficientes encontrados de los índices CFI, NFI, RMSEA o CMIN fueron realmente satisfactorios. Además, se comprobó la validez convergente y discriminante de esta versión final del instrumento, basándose en las pautas recomendadas y seguidas por Cheung y Wang (2017), Guillén Gámez et al. (2024) o Soriano-Alcantara et al. (2024). Concretamente, encontramos valores satisfactorios tanto en el índice AVE como en el índice MSV, tal y como recomiendan autores con una gran relevancia en la comunidad científica como Hair et al. (2010) y Fornell y Larcker (1981).

En cuanto a la fiabilidad del instrumento, se obtuvieron excelentes propiedades psicométricas medidos con el índice Alpha de Cronbach, tanto en los cinco factores latentes que conforman el instrumento, así como en la valoración global del mismo (α=.924). Los demás índices de ajuste utilizados para comprobar la consistencia interna del instrumento, como Spearman-Brown, dos mitades de Guttman y la fiabilidad compuesta (CR), también respaldaron la fiabilidad del instrumento. Los coeficientes se ubicaron dentro de los intervalos recomendados por Heinzl et al. (2011) y Nunally (1978).

Tras los diferentes análisis estadísticos llevados a cabo, la versión final del instrumento fue de 25 ítems, clasificados en cinco factores. El primer factor, llamado “Actitud hacia el uso de la IA para la empleabilidad como futuro docente o pedagogo” estuvo compuesto finalmente por cinco ítems; el segundo factor llamado “flow digital en el uso responsable y seguro de la IA” estuvo compuesto por un total de seis ítems; el tercer factor se tituló “Creatividad para usar la IA de manera responsable como futuro docente o pedagogo” con un total de cinco ítems; el cuarto factor fue “Ansiedad para usar la IA en mi futuro contexto laboral” con un total de tres ítems; y por último, la quinta dimensión fue “Uso responsable de la IA para la empleabilidad como futuro docente o pedagogo” con un total de seis ítems.

Aunque los resultados obtenidos muestran una fiabilidad y validez satisfactoria, existen ciertas limitaciones que deben reconocerse. La muestra utilizada en este estudio, compuesta exclusivamente por docentes en formación en España y seleccionada mediante un muestreo no probabilístico, representa una limitación que restringe la generalización de los resultados a otros contextos culturales y educativos. La ausencia de una selección aleatoria y la concentración en un único país pueden influir en la aplicabilidad de los hallazgos a diferentes realidades educativas. Para mitigar esta limitación, futuros estudios podrían ampliar la muestra mediante un muestreo aleatorio y estratificado que incluya docentes y pedagogos en formación de distintos niveles educativos y de diversas regiones geográficas, tanto dentro de España como en otros países. Asimismo, la replicación del estudio en contextos internacionales permitiría evaluar la validez del instrumento en distintos entornos educativos y socioculturales, lo que contribuiría a incrementar su aplicabilidad y robustez. Asimismo, sería valioso realizar estudios longitudinales para analizar cómo evoluciona la percepción y el uso de la IAG a lo largo del tiempo y de acuerdo con el avance en la formación docente.

También sería útil adaptar y validar el instrumento en entornos multiculturales para realizar estudios mixtos que involucren tanto a los docentes y pedagogos en formación como a equipos directivos de instituciones educativas y laborables, con el fin de comprender cómo afecta el uso de la IA e IAG a la práctica docente en el aula y en la gestión laboral. Es decir, como trabajo futuro, se sugiere complementar el enfoque cuantitativo con análisis cualitativos que permitan una comprensión más profunda de las percepciones y experiencias de los participantes. La integración de entrevistas o grupos focales podría aportar una visión más detallada sobre el uso de la IA. Además, la rápida evolución de esta tecnología y la variabilidad en la autopercepción de la IA e IAG por parte del colectivo analizado, podría requerir de futuras adaptaciones del instrumento que se ha creado, con el propósito de mantener su relevancia y la pertinencia de los ítems al propio instrumento.

Respecto a las implicaciones teóricas y prácticas de este estudio científico, la creación de este instrumento contribuye al campo de la educación al proporcionar un marco de referencia para evaluar el uso responsable de la IA e IAG y su relevancia en el mercado laboral. La creación de este instrumento ofrece una guía valiosa para el diseño de programas formativos que integren la IA e IAG de manera ética y efectiva, analizando la autopercepción en creencias, creatividad, disfrute tecnológico (flow digital) o niveles de ansiedad al tener que aprender el uso seguro de estas herramientas emergentes de cara a incluirlas en su futura práctica profesional.

Además, este instrumento permite a las instituciones identificar áreas específicas de formación en IA e IAG, con el fin de fortalecer la empleabilidad de los egresados no solo en el contexto educativo de docentes en formación de las etapas de Educación Primaria y Educación Infantil, donde muchos trabajarán en colegios, sino también en otros entornos laborales y socio comunitarios en los que trabajarán los pedagogos. De esta forma, la formación en IA e IAG no solo mejorará las perspectivas profesionales de este colectivo, sino que también amplía sus oportunidades en sectores que valoran habilidades tecnológicas avanzadas, respondiendo así a las demandas de un mercado laboral en constante evolución.
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