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Resumen:
							                           
Aunque el uso de ChatGPT en el ámbito educativo se ha expandido rápidamente en las universidades, se conoce poco sobre los factores que influyen en la intención de los estudiantes de utilizar esta herramienta para apoyar su aprendizaje. Este estudio aborda esa brecha integrando el Modelo de Aceptación de la Tecnología (TAM), ampliado con las variables de conciencia y confianza, y el Modelo de Confirmación de Expectativas (ECM), con los constructos de confirmación y satisfacción. El modelo propuesto profundiza en la comprensión de la disposición de los estudiantes a utilizar ChatGPT. Se recopilaron datos de 322 estudiantes universitarios, analizados mediante Modelado de Ecuaciones Estructurales (SEM) con AMOS. Los resultados revelaron que la conciencia influye significativamente y de forma positiva en la utilidad percibida (PU) y en la facilidad de uso percibida (PEU). Además, la confianza mostró un efecto positivo sobre la PU, pero no impactó de manera relevante la PEU. Asimismo, la PU, la PEU y la confirmación afectaron positivamente la satisfacción de los estudiantes, la cual incide en su intención de utilizar ChatGPT. Por otro lado, tanto la PU como la PEU tuvieron un efecto positivo significativo en la intención de uso (BI) de la herramienta. El estudio ofrece recomendaciones para desarrolladores, responsables de políticas educativas e instituciones académicas, orientadas a comprender y fomentar la adopción de ChatGPT. Además, aporta información valiosa para mejorar el diseño y la seguridad del sistema, favoreciendo una experiencia amigable para el usuario y promoviendo su uso en el ámbito educativo.
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Abstract:
						                           
Although the use of ChatGPT in the educational field has spread rapidly in universities, there is little information on factors affecting students’ intentions toward using ChatGPT to support their learning. This study bridges the gap by integrating the extended Technology Acceptance Model (TAM) (including awareness and trust) with Expectation Confirmation Model (ECM) constructs, namely confirmation and satisfaction. This proposed model provides an in-depth understanding of students’ willingness to use ChatGPT. Data was collected from 322 university students and analyzed using a second-generation analysis technique, Structural Equation Modeling (SEM) using AMOS. The results revealed that awareness significantly positively affected students’ perceived usefulness (PU) and perceived ease of use (PEU). Furthermore, trust had a significant positive effect on PU, but an insignificant effect on PEU. In addition, PU, PEU, and confirmation significantly positively affected students’ satisfaction, affecting their behavioral intention toward using ChatGPT for their learning. Furthermore, PU and PEU significantly positively affected students’ behavior intention toward using ChatGPT. This study offers recommendations to developers of ChatGPT, policymakers, and educational institutes by understanding the influential factors on students’ willingness to use ChatGPT. This study assists ChatGPT developers and designers by offering insight regarding designing and improving the user’s secure and friendly system, which may enhance the use of ChatGPT among students.
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INTRODUCCIÓN


La integración de la inteligencia artificial (IA) y las tecnologías de la información y la comunicación (TIC) ha dado lugar a innovaciones que han transformado radicalmente el panorama educativo (Kelly et al., 2023). El auge acelerado de la IA ha incrementado su presencia en la vida cotidiana, y los chatbots representan un ejemplo destacado de sistemas de IA utilizados para la interacción humano-computadora, conocida por sus siglas en inglés HCI, (Human-Computer Interaction) (Bansal y Khan, 2018). Aunque inicialmente los chatbots fueron diseñados para el entretenimiento y la simulación de conversaciones humanas, sus aplicaciones se han expandido a diversos sectores (Iku-Silan et al., 2023) como los negocios, la recuperación de información, el comercio electrónico y la educación (Ismail et al., 2024). En este contexto, OpenAI lanzó ChatGPT el 30 de noviembre de 2022, atrayendo a más de un millón de suscriptores en un corto período (Baidoo-Anu y Ansah, 2023). ChatGPT es un modelo de lenguaje de gran tamaño, conocido por sus siglas en inglés LLM (Large Language Model), basado en aprendizaje automático, capaz de analizar extensos volúmenes de datos textuales para generar textos coherentes y sofisticados. Este modelo, al igual que otras herramientas basadas en LLM, ha sido ampliamente adoptado por profesionales e investigadores para la redacción de discursos y ensayos, revisión de artículos, resumen de literatura, identificación de brechas en la investigación y generación de código para análisis estadísticos (van Dis et al., 2023). Se han desarrollado diversas versiones de ChatGPT con una cantidad creciente de parámetros: ChatGPT-1 con 117 millones, ChatGPT-2 con 1,5 mil millones, ChatGPT-3 con 175 mil millones y ChatGPT-4 con 100 billones. Este incremento ha permitido mejorar significativamente la capacidad del modelo para generar textos con un nivel de coherencia y fluidez similar al lenguaje humano (OpenAI, 2023). En otras palabras, ChatGPT no solo es capaz de redactar documentos académicos y científicos en distintos estilos y tonos (Lund y Wang, 2023), sino que también puede analizar grandes volúmenes de información, evaluar publicaciones en redes sociales y facilitar la comprensión de múltiples idiomas mediante traducción automática.

Las capacidades de resumen automatizado de ChatGPT permiten a los investigadores mantenerse al tanto de los últimos avances en sus respectivas áreas (Lund y Wang, 2023), mientras que su acceso permanente y respuesta inmediata convierten a esta herramienta en un recurso valioso para la consulta académica (Frieder et al., 2023; Haleem et al., 2022). A medida que ChatGPT gana popularidad y aumenta el interés en sus aplicaciones, los estudiantes han comenzado a utilizarlo en diversas áreas académicas. Esta herramienta puede asistirles en su aprendizaje al ayudarles a comprender y desglosar ideas o conceptos presentados en sus estudios (van Dis et al., 2023). Además, ChatGPT puede considerarse una aplicación de referencia en múltiples disciplinas, ya que permite recopilar información y conocimientos sobre una amplia variedad de temas (Cao et al., 2023). Los estudiantes lo emplean para comprender conceptos complejos, obtener información adicional sobre determinados temas y superar desafíos académicos (Lund y Wang, 2023). Su disponibilidad ininterrumpida y capacidad de respuesta inmediata brinda a los estudiantes acceso rápido y eficiente a información relevante y recursos educativos (Baidoo-Anu y Ansah, 2023).

Si bien se han realizado diversos estudios sobre el papel de ChatGPT en la educación (por ejemplo, Al-Sharafi et al., 2023; Rudolph et al., 2023; Alshammari y Alshammari, M. H., 2024), existe una escasez de investigaciones centradas en la aceptación y adopción de esta tecnología (Bin-Nashwan et al., 2023; Bernabei et al., 2023). Rahman et al. (2023) llevó a cabo un estudio basado en la revisión de 787 artículos indexados en Scopus, en el que se encontró que solo una fracción de los trabajos abordaba la aceptación de ChatGPT por parte de los estudiantes. Además, la mayoría de estos estudios se han realizado en países desarrollados, como el Reino Unido y Estados Unidos, mientras que hay una notable falta de investigaciones en países en desarrollo, como Arabia Saudita. Asimismo, aunque numerosos estudios han analizado tecnologías emergentes, como la computación en la nube y la realidad virtual (Sestino y D'Angelo, 2023), es fundamental considerar que la adopción de nuevas tecnologías varía según el contexto cultural (Ashraf et al., 2019). A pesar del gran potencial de ChatGPT para mejorar el aprendizaje de los estudiantes, es esencial comprender los factores que influyen en su disposición a utilizar esta herramienta. Al-Sayid y Kirkil (2023) destacan que el Modelo de Aceptación de la Tecnología, conocido por sus siglas en inglés TAM (Technology Acceptance Model), es una referencia clave en la investigación sobre la percepción y el uso de nuevas tecnologías. Según TAM, la utilidad percibida, conocida por sus siglas en inglés PU (Perceived Usefulness), y la facilidad de uso percibida, conocida por sus siglas en inglés PEU (Perceived Ease of Use), son los dos principales determinantes de la adopción de un sistema tecnológico (Davis, 1989). No obstante, este modelo no opera de manera aislada, ya que existen otros factores externos que pueden influir en la percepción y uso de la tecnología, como la conciencia y la confianza en su aplicación (Abdalla, 2024). La conciencia se refiere al grado de familiaridad con una tecnología y el conocimiento de sus beneficios (Mutahar et al., 2018). Antes de utilizar una herramienta como ChatGPT, los estudiantes deben conocer su existencia y comprender sus características y ventajas. La educación en torno a ChatGPT puede desempeñar un papel clave en la manera en que los estudiantes responden a esta tecnología. Por otro lado, la confianza se define como la creencia en la credibilidad y fiabilidad del sistema (Arpaci, 2016), y es un factor crucial en la adopción de nuevas tecnologías (Liu y Tao, 2022). Por otra parte, Bhattacherjee (2001) propone el Modelo de Confirmación de Expectativas, conocido por sus siglas en inglés ECM (Expectation Confirmation Model), como una estructura ampliamente utilizada para evaluar los factores que influyen en el uso continuo de una tecnología. Este modelo se basa en tres constructos principales: PU, confirmación y satisfacción.

A pesar del creciente interés en la implementación de ChatGPT en entornos académicos, todavía existen pocas investigaciones que analicen las relaciones causales entre los factores que influyen en la intención de los estudiantes de adoptar esta tecnología en su proceso de aprendizaje (Yu et al., 2024). Por ello, este estudio busca abordar esta brecha en la literatura, identificando los principales factores que afectan la adopción de ChatGPT en el ámbito educativo. Este trabajo propone un modelo teórico que combina una extensión del TAM, incorporando la conciencia y la confianza como factores externos, con los constructos del ECM, específicamente la confirmación y la satisfacción. Hasta donde se tiene conocimiento, este es el primer estudio que integra el TAM extendido (con conciencia y confianza) con el ECM para evaluar los factores determinantes en la intención de los estudiantes de utilizar ChatGPT en su proceso de aprendizaje.



Revisión de la literatura y desarrollo de hipótesis


ChatGPT es un chatbot basado en un modelo de gran escala (Schulman et al., 2022). Esta herramienta se distingue de otros sistemas de IA por su capacidad para procesar el lenguaje natural de manera similar al cerebro humano. Su aplicación se ha expandido a múltiples campos, incluyendo la investigación académica, la redacción creativa y técnica, la evaluación de pruebas, y la comunicación en el ámbito empresarial y del desarrollo de software (Tung, 2023). Con los avances tecnológicos y la creciente integración global de la IA, ChatGPT se ha implementado ampliamente en universidades, proporcionando enfoques eficientes y rentables para motivar e involucrar a los estudiantes a través de experiencias de aprendizaje personalizadas (Polyportis, 2024; Albayati, 2024). A medida que la IA evoluciona, ChatGPT ha demostrado un gran potencial para transformar el ámbito educativo. La incorporación de diversas herramientas y tecnologías en la enseñanza y el aprendizaje ha optimizado la eficiencia en el aula, y ChatGPT se posiciona como una de las innovaciones más relevantes en este proceso. Investigaciones previas han evaluado su viabilidad en el ámbito educativo, explorando su uso en actividades académicas y profesionales (Brown et al., 2020; Emenike y Emenike, 2023), así como su papel en el aprendizaje de idiomas (Alshammari y Alshammari, M. H., 2024). Su capacidad para proporcionar retroalimentación instantánea sobre tareas, responder preguntas, generar materiales educativos y elaborar planes de estudio lo convierte en una herramienta valiosa para el aprendizaje personalizado (Albayati, 2024).

Desde la perspectiva de los estudiantes, es fundamental analizar los factores que influyen en la adopción y aceptación de ChatGPT (Patel y Lam, 2023). Para ello, el Modelo de Aceptación de la Tecnología (TAM), desarrollado por Davis (1989), ha sido ampliamente utilizado en la evaluación de la adopción de diversas tecnologías (Venkatesh y Davis, 2000; Folkinshteyn y Lennon, 2016; Alshammari y Alshammari, R. A., 2024). Este modelo teórico explica los factores que influyen en la aceptación de una nueva tecnología y ha sido validado en múltiples contextos, incluyendo aplicaciones móviles, sitios web y redes sociales, demostrando su fiabilidad y aplicabilidad (Alshammari y Alshammari, R. A., 2024). A lo largo del tiempo, los investigadores han ampliado y modificado el TAM para incluir variables adicionales, como la satisfacción del usuario, la calidad del sistema y la capacidad de innovación personal (Esposito et al., 2020; Alshammari y Alshammari, R. A., 2024). Por otro lado, el Modelo de Confirmación de Expectativas (ECM), propuesto por Bhattacherjee (2001), ha sido ampliamente utilizado para evaluar la continuidad en el uso de diversas tecnologías. Su aplicabilidad ha sido validada en contextos como los libros de texto digitales (Joo et al., 2017), aplicaciones móviles (Tam et al., 2020), redes sociales como Facebook (Mouakket, 2015) y dispositivos inteligentes (Park, 2020). Diversos estudios han sugerido la integración de modelos teóricos para comprender mejor los factores que influyen en la intención de uso, conocida por sus siglas en inglés BI (Behavioural Intention) de nuevas tecnologías (Huang y Zhi, 2023; Alshammari y Alshammari, R. A., 2024), así como para superar las limitaciones inherentes a cada modelo individualmente (Wandira et al., 2024). Dado que el objetivo principal de este estudio es analizar en profundidad los factores que afectan la intención de los estudiantes de utilizar ChatGPT en su aprendizaje, se propone un modelo teórico integrado. Este modelo extiende el TAM mediante la incorporación de dos factores externos clave: confianza y conciencia, y lo complementa con los constructos del ECM, a fin de proporcionar un marco más completo para comprender la disposición de los estudiantes a adoptar ChatGPT en su formación académica.





El Modelo de Aceptación de la Tecnología (TAM)


El TAM fue desarrollado por Davis en 1989 y se ha utilizado ampliamente para explicar la interacción de los usuarios con diversas tecnologías. En este modelo, la PU y la PEU son los principales factores que determinan la intención de adoptar una tecnología (Davis, 1989). Desde su formulación, el TAM ha sido ampliado mediante la incorporación de diversos constructos externos, con el objetivo de mejorar su capacidad predictiva y ofrecer una explicación más precisa de los factores que influyen en la intención de los usuarios de adoptar tecnologías de la información (Nikou y Economides, 2017). En el contexto de las aplicaciones de IA, diversos estudios han extendido el TAM al incluir variables adicionales. Mohr y Kühl (2021) ampliaron el modelo para evaluar la aceptación de la IA en la agricultura alemana, incorporando factores como la innovación personal y los derechos de propiedad sobre los datos empresariales. Por su parte, Li (2023) introdujo la motivación para el aprendizaje como una variable externa para analizar su impacto en la aceptación de los sistemas de IA por parte de los estudiantes. Xu et al. (2023) extendieron el TAM para examinar cómo las características técnicas, la experiencia previa y la confianza percibida influyen en la intención de los usuarios de utilizar aplicaciones de pintura basadas en IA. A pesar de la extensa aplicación del TAM y sus versiones extendidas en distintos ámbitos de la IA, el uso del modelo en el estudio de ChatGPT ha sido limitado. Hasta la fecha, ningún estudio ha integrado el TAM extendido con las variables de conciencia y confianza, junto con el ECM, para evaluar los factores que influyen en la intención de los estudiantes de utilizar ChatGPT en su aprendizaje. Por ello, el presente estudio propone un modelo teórico que combina el TAM extendido con el ECM, con el objetivo de ofrecer un marco integral para comprender los factores determinantes en la adopción de ChatGPT por parte de los estudiantes.





El Modelo de Confirmación de Expectativas (ECM)


El ECM fue desarrollado por Bhattacherjee (2001) para explicar la intención de recompra y el uso continuado de una tecnología. Desde su formulación, el ECM ha sido ampliamente validado por investigadores en el contexto del uso sostenido de diversas tecnologías de sistemas de información (SI), como los libros de texto digitales (Joo et al., 2017), Facebook, el gobierno electrónico y los sistemas de gestión del aprendizaje (Ashrafi et al., 2022). De acuerdo con el ECM, la PU y la confirmación son los principales determinantes de la satisfacción del usuario, la cual, a su vez, influye en la intención continuada de uso de una tecnología. A lo largo de los años, diversos estudios han integrado el ECM con otros modelos teóricos. Por ejemplo, se ha combinado con el modelo de éxito de los SI en entornos de aprendizaje virtual (Alshammari y Alshammari, R. A., 2024), con la teoría de la autodeterminación en el ámbito de la banca electrónica (Rahi et al., 2023) y con el TAM en el contexto de sistemas académicos basados en la nube (Wandira et al., 2024). Sin embargo, hasta la fecha, la integración del ECM con el TAM extendido, incorporando las variables de conciencia y confianza como factores externos, no ha sido explorada para evaluar su impacto en la disposición de los estudiantes a utilizar ChatGPT en su aprendizaje. Por lo tanto, el modelo propuesto en este estudio contribuye a la literatura existente al ofrecer un marco teórico integrado que permite comprender los factores que influyen en la aceptación de ChatGPT entre los estudiantes. En la siguiente sección, se presentará el modelo de investigación junto con las hipótesis derivadas de este marco teórico.





Modelo de investigación


Este estudio propone un modelo que integra el TAM extendido con variables adicionales, como la conciencia y la confianza, junto con los factores del ECM, como la satisfacción y la confirmación, con el fin de evaluar los factores que influyen en la intención de los estudiantes de utilizar ChatGPT. A continuación, se describen las variables del modelo y las hipótesis formuladas a partir de la revisión de la literatura y la fundamentación en estos modelos teóricos.


 Conciencia


La conciencia es un factor crítico en la adopción de nuevas tecnologías, ya que los usuarios deben conocer su funcionalidad, existencia y beneficios antes de aceptarla. En el contexto de ChatGPT, la conciencia se relaciona con la comprensión de su aplicabilidad, limitaciones y capacidades (Eppler et al., 2024). Desarrollar la conciencia entre los usuarios es un paso crucial para la adopción de cualquier tecnología. Aquellos usuarios que no son conscientes de los beneficios de ChatGPT podrían no estar dispuestos a considerar su aceptación ni a utilizar esta tecnología (Maheshwari, 2023). Si bien la influencia de la conciencia ha sido analizada en diversas áreas, como la banca móvil (Mutahar et al., 2018), los hogares inteligentes (Shuhaiber y Mashal, 2019) y los servicios de IA (Flavián et al., 2022), existe una falta de estudios que examinen su impacto en la PU y la PEU en relación con ChatGPT. Cuando los usuarios comprenden las capacidades de una tecnología, tienden a considerarla útil y fácil de usar. Por lo tanto, se plantean las siguientes hipótesis:

H1: La conciencia influye positivamente en la utilidad percibida (PU).

H2: La conciencia influye positivamente en facilidad de uso percibida (PEU).


 Confianza


La confianza percibida se refiere a la creencia de los usuarios con respecto a la credibilidad y confiabilidad de una tecnología (Arpaci, 2016), lo que puede influir en su decisión de adoptarla (Liu y Tao, 2022). En el caso de las aplicaciones de IA, la confianza juega un papel fundamental en la aceptación de estas herramientas (Choung et al., 2023). Diversos estudios han incorporado la confianza en el modelo TAM como un factor externo. Se espera que, cuando los usuarios perciban ChatGPT como una herramienta confiable y precisa, aumente su PU y PEU. Así, se formulan las siguientes hipótesis:

H3:   La confianza en ChatGPT influye positivamente en la utilidad percibida (PU).

H4:   La confianza en ChatGPT influye positivamente en facilidad de uso percibida (PEU).


 Facilidad de uso percibida (PEU)


La PEU se define como el grado en que los usuarios creen que una tecnología es fácil de utilizar y no requiere esfuerzo significativo (Davis, 1989). En el contexto de ChatGPT, esto implica la facilidad con la que los estudiantes y educadores pueden interactuar con la herramienta e integrarla en sus actividades académicas (Baek y Kim, 2023). Estudios empíricos han demostrado que la PEU influye en la satisfacción del usuario (Kashive et al., 2020). Cuando los usuarios perciben que una tecnología es sencilla de utilizar, es más probable que experimenten satisfacción y continúen utilizándola. Por ello, se plantean las siguientes hipótesis:

H5:   Facilidad de uso percibida (PEU) influye positivamente en la satisfacción del usuario.

H6:   Facilidad de uso percibida (PEU) influye positivamente en la intención de uso (BI).


 Utilidad Percibida (PU)


La PU se refiere a la medida en que los usuarios creen que el uso de una tecnología mejorará su desempeño (Davis, 1989). Es una de las variables clave en la adopción de tecnologías de la información (Basak et al., 2015). En el caso de ChatGPT, la PU se asocia con los beneficios académicos percibidos por los estudiantes al utilizar la herramienta (Niu y Mvondo, 2024). Cuando los usuarios consideran que ChatGPT es útil, es más probable que experimenten satisfacción con su uso, lo que, a su vez, influye en su intención de seguir utilizándolo. Por lo tanto, se formulan las siguientes hipótesis:

H7:   La utilidad percibida (PU) influye positivamente en la satisfacción del usuario.

H8:   La utilidad percibida (PU) influye positivamente en la intención de uso (BI).


 Confirmación


La confirmación se refiere a la percepción de los usuarios sobre el grado en que su experiencia real con un SI coincide con sus expectativas previas. La literatura ha demostrado que la confirmación influye directamente en la PU de una tecnología (Bhattacherjee, 2001). Además, diversos estudios han identificado la confirmación como un factor clave en la satisfacción de los estudiantes con los sistemas de información (Limayem y Cheung, 2008; Stone y Baker-Eveleth, 2013; Alshammari y Alshammari, R. A., 2024). Cuando la experiencia de uso de un SI cumple con las expectativas del usuario, su nivel de satisfacción tiende a aumentar. En el contexto de ChatGPT, se espera que, cuando los estudiantes confirmen que la herramienta satisface sus expectativas y necesidades académicas, su PU y satisfacción aumenten. Con base en esta relación, se proponen las siguientes hipótesis:

H9:   La confirmación influye positivamente en la utilidad percibida (PU).

H10: La confirmación influye positivamente en la satisfacción del usuario.


 Satisfacción


La satisfacción se define como la evaluación subjetiva que un usuario realiza sobre su experiencia con una tecnología, comparándola con sus expectativas previas (Bhattacherjee, 2001). Satisfacción es un factor esencial en la determinación de la BI continuo de una tecnología (Mouakket, 2015; Hong et al., 2006; Choi et al., 2019). Numerosos estudios han demostrado que los usuarios que experimentan altos niveles de satisfacción con una tecnología tienen una mayor intención de seguir utilizándola. En el ámbito educativo, la satisfacción ha sido identificada como un predictor clave de la intención de los estudiantes de continuar usando tecnologías de aprendizaje (Ifinedo, 2007; Ramadhan et al., 2022). En el contexto de ChatGPT, se espera que los estudiantes que se sientan satisfechos con su uso muestren una mayor intención de seguir utilizándolo para sus actividades académicas. Así, se plantea la siguiente hipótesis:

H11: La satisfacción influye positivamente en la intención de los estudiantes de usar ChatGPT.

A continuación, en la Figura 1, se presenta el modelo teórico propuesto.
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Figura 1



Modelo propuesto





















METODOLOGÍA




Diseño de la investigación


Este estudio empleó un enfoque cuantitativo, adecuado para alcanzar los objetivos de la investigación, que buscan evaluar la relación entre los constructos del modelo propuesto (Sekaran y Bougie, 2016).





Medición


Para la recolección de datos, se utilizó un cuestionario estructurado dirigido a estudiantes universitarios. El cuestionario consta de dos secciones: 1) Información demográfica, que incluye variables como género, rango de clase y universidad; and 2) Medición de constructos, con ítems diseñados para evaluar las variables del modelo propuesto. Los ítems utilizados para medir los constructos de este estudio fueron adaptados de investigaciones previas reconocidas en la literatura académica. En el caso de la PU, la PEU y la BI, se tomaron como referencia las escalas desarrolladas por Davis (1989). Por otro lado, los ítems que evalúan la conciencia sobre la tecnología fueron adaptados del estudio de Abdalla (2024), mientras que los relacionados con la confianza en su uso se basaron en la investigación de Rahman et al. (2023). En cuanto a los constructos del modelo ECM, los ítems utilizados para medir la confirmación se derivaron de Bhattacherjee (2001), y aquellos que evalúan la satisfacción fueron tomados del estudio de Almulla (2024). Para garantizar la precisión y fidelidad en la interpretación de los cuestionarios, se aplicó un procedimiento de retrotraducción del inglés al árabe, idioma nativo de los participantes del estudio. La medición de todos los ítems se realizó utilizando una escala Likert de cinco puntos.





Procedimiento de recolección de datos


El cuestionario se diseñó y distribuyó a través de Google Forms durante el primer semestre de 2024. Se utilizó un método de muestreo aleatorio para seleccionar a los participantes, asegurando una representación diversa dentro de la población universitaria. Todos los encuestados eran estudiantes de la Universidad de Ha'il, y se obtuvo un total de 322 respuestas completas para el análisis posterior.





Análisis de datos


Para el análisis de los datos, se emplearon dos programas estadísticos: SPSS para analizar la información demográfica de los encuestados, y el Modelado de Ecuaciones Estructurales, conocido por sus siglas en inglés SEM (Structural Equation Modeling) con AMOS para evaluar el modelo de medición y el modelo estructural. El análisis se realizó en dos fases: 1) Análisis Factorial Confirmatorio (AFC) para evaluar la validez y fiabilidad del modelo de medición; y 2) SEM para analizar las relaciones entre los constructos del modelo propuesto. El SEM es una técnica ampliamente utilizada en estudios psicológicos y de comportamiento (Hair et al., 2010). Kline (2023) también recomienda el uso de SEM para analizar las relaciones entre constructos latentes en modelos teóricos complejos.







RESULTADOS


Un total de 322 estudiantes completaron el cuestionario, y sus respuestas fueron analizadas. La Tabla 1 presenta la distribución demográfica de los encuestados según género y facultad.

El análisis demográfico de la muestra revela que la mayoría de los participantes eran hombres, representando el 61,5 % del total (198 estudiantes), mientras que las mujeres constituían el 38,5 % (124 estudiantes). En cuanto a su distribución por facultades, la mayor proporción de estudiantes estaba inscrita en la Facultad de Ciencias de la Computación e Ingeniería, con un 40,4 % (130 estudiantes). Le seguían la Facultad de Artes, que concentraba el 17,1 % (55 estudiantes), y la Facultad de Administración de Empresas, con un 16,1 % (52 estudiantes). Otras facultades con una presencia significativa en la muestra fueron la Facultad de Ciencias, con un 11,2 % (36 estudiantes), la Facultad de Educación, con un 8,7 % (28 estudiantes), y la Facultad de Medicina, con un 4,7 % (15 estudiantes). En contraste, la menor representación correspondió a la Facultad de Salud Pública e Informática en Salud, donde solo se matriculó el 1,9 % de los encuestados (seis estudiantes).




Tabla 1




Información demográfica









	





	
	
Frecuencia

	
Porcentaje




	
Género

	Masculino
	198
	61.5



	Femenino
	124
	38.5



	
Facultad

	Ciencias de la Computación e Ingeniería
	130
	40.4



	Artes
	55
	17.1



	Administración de Empresas
	52
	16.1



	Ciencia
	36
	11.2



	Educación
	28
	8.7



	Medicina
	15
	4.7



	Salud Pública e Informática en Salud
	6
	1.9



	
Total

	
322

	
100.0
























Análisis Factorial Confirmatorio (AFC)


Se realizó un AFC para evaluar la validez del modelo de medición. Los resultados obtenidos se presentan en la Figura 2.
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Figura 2



Resultados del Análisis Factorial Confirmatorio (CFA)















Para que la validez de constructo sea aceptable, todos los índices de ajuste deben cumplir con los valores sugeridos por investigadores como Awang (2015), además de que las cargas factoriales deben alcanzar un mínimo de 0,6. Como se muestra en la Tabla 2, todos los índices de ajuste cumplen y superan los valores recomendados en la literatura (Hair et al., 2010; Awang, 2015). Asimismo, las cargas factoriales de todos los ítems para cada constructo oscilaron entre 0,65 y 0,92, superando el umbral mínimo de 0,6 (Yusoff et al., 2021). Estos resultados confirman la validez de constructo del modelo.




Tabla 2




Resumen de los índices de ajuste del modelo









	





	
Categoría 

	
Índice

	
Valor obtenido

	
Valor de aceptación

	
Resultados




	
Ajuste absoluto

	RMSEA
	0.073
	< 0.08
	Aceptable (Hair et al., 2010; Awang, 2015)



	
Ajuste incremental

	CFI
	0.933
	< 0.90



	TLI
	0.923
	< 0.90



	IFI
	0.934
	< 0.90



	
Ajuste parsimonioso

	
Chi-cuadrado / grados de libertad

	
2.698

	
< 3.0























Por otro lado, la validez convergente se establece cuando el coeficiente de confiabilidad compuesta, conocida por sus siglas en inglés RC (Composite Reliability), es superior a 0,70 (Rahlina et al., 2019) y la varianza media extraída, conocida por sus siglas en inglés AVE (Average Variance Extracted), es superior a 0,50 (Lowry y Gaskin, 2014). Tal como se observa en la Tabla 3, todos los valores de RC y AVE se encuentran por encima de los niveles recomendados, lo que garantiza la validez convergente del modelo. En cuanto a la validez discriminante, los valores de correlación entre los constructos oscilaron entre 0,35 y 0,82, lo que sugiere la ausencia de problemas de multicolinealidad que pudieran comprometer la fiabilidad de los resultados. Esta validez se confirma cuando la raíz cuadrada del AVE (en negrita) es mayor que cualquier otra correlación entre los constructos. Según los datos presentados en la Tabla 3, la validez discriminante se ha alcanzado, cumpliendo con los valores sugeridos por Sarstedt et al. (2021) y Afthanorhan et al. (2021).




Tabla 3




Fiabilidad, validez convergente y discriminante









	





	
	
CR

	
AVE

	
Satis-
facción

	
Concien-
cia

	
Con-fianza

	
Confir-mación

	
PU

	
PEU

	
BI




	
Satisfacción

	0.936
	0.744
	
0.863

	
	
	
	
	
	



	
Conciencia

	0.807
	0.585
	0.738
	
0.865

	
	
	
	
	



	
Confianza

	0.920
	0.699
	0.507
	0.359
	
0.836

	
	
	
	



	
Confirmación

	0.899
	0.748
	0.723
	0.752
	0.354
	
0.865

	
	
	



	
PU

	0.913
	0.725
	0.807
	0.669
	0.455
	0.671
	
0.851

	
	



	
PEU

	0.891
	0.672
	0.752
	0.824
	0.362
	0.805
	0.732
	
0.839

	



	
BI

	0.925
	0.805
	0.736
	0.636
	0.430
	0.611
	0.774
	0.692
	
0.897

























Estimación estandarizada


La estimación estandarizada es fundamental para evaluar el coeficiente de determinación (R²), las cargas factoriales y los coeficientes beta, mientras que la estimación no estandarizada es clave para la prueba de hipótesis. En primer lugar, se ejecutó la estimación estandarizada, cuyos resultados se presentan en la Figura 3.
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Figura 3



Estimación estandarizada















De acuerdo con Cohen (1988), un valor de R² superior a 0,26 indica un alto poder explicativo del modelo. Como se observa en la Figura 3, el coeficiente R² de la variable dependiente, BI alcanza un valor de 0,59. Esto sugiere que el modelo propuesto explica el 59 % de la variabilidad en la intención de los estudiantes de utilizar ChatGPT, atribuyéndola a factores como la satisfacción, la PU, la confirmación, la PEU, la conciencia y la confianza.





Estimación no estandarizada


La estimación no estandarizada permite analizar los coeficientes de regresión, los valores beta y la razón crítica, elementos esenciales para la prueba de hipótesis. Tras ejecutar este análisis, los resultados se presentan en la Figura 4.
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Figura 4



Estimación no estandarizada



















Resultados de las pruebas de hipótesis


Los hallazgos confirman que la conciencia tuvo un efecto positivo y significativo tanto en la PU como en la PEU, con valores β = 0,441, p < 0,05 y β = 0,765, p < 0,05, respectivamente. Esto valida las hipótesis H1 y H2. Por otro lado, la confianza tuvo un efecto positivo y significativo en la PU (β = 0,161, p < 0,05), pero su impacto en la PEU no fue significativo (β = 0,054, p > 0,05). En consecuencia, H3 fue aceptada, mientras que H4 fue rechazada. Asimismo, la PEU mostró un efecto positivo sobre la satisfacción (β = 0,297, p < 0,05) y la BI (β = 0,232, p < 0,05), respaldando las hipótesis H5 y H6.

De manera similar, la PU influyó positivamente en la satisfacción (β = 0,549, p < 0,05) y en la BI (β = 0,506, p < 0,05), lo que confirma H7 y H8. Por otro lado, la confirmación tuvo un impacto positivo en la PU (β = 0,279, p < 0,05) y en la satisfacción (β = 0,188, p < 0,05), validando H9 y H10. Finalmente, la satisfacción mostró una influencia significativa en la BI (β = 0,209, p < 0,05), lo que permite aceptar H11. Los coeficientes de regresión correspondientes se presentan en la Tabla 4.




Tabla 4




Ponderaciones de regresión









	





	
	
	
	
Estimado

	
EE.

	
CR.

	
P

	
Resultados




	
PU

	<---
	Conciencia
	.441
	.053
	8.267
	***
	Significativo



	
PEU

	<---
	Conciencia
	.765
	.066
	11.556
	***
	Significativo



	
PU

	<---
	Confianza
	.161
	.034
	4.718
	***
	Significativo



	
PEU

	<---
	Confianza
	.054
	.032
	1.664
	.096
	Insignificante



	
PU

	<---
	Confirmación
	.279
	.046
	6.079
	***
	Significativo



	
Satisfacción

	<---
	PEU
	.282
	.051
	5.496
	***
	Significativo



	
Satisfacción

	<---
	PU
	.549
	.061
	9.007
	***
	Significativo



	
Satisfacción

	<---
	Confirmación
	.188
	.042
	4.457
	***
	Significativo



	
BI.

	<---
	Satisfacción
	.209
	.083
	2.510
	.012
	Significativo



	
BI.

	<---
	PU
	.506
	.085
	5.944
	***
	Significativo



	
BI.

	<---
	PEU
	.232
	.059
	3.947
	***
	Significativo




























DISCUSIÓN


Este estudio integró un modelo ampliado de la Teoría de Aceptación de Tecnología (TAM), incorporando la conciencia y la confianza, junto con el Modelo de Confirmación de Expectativas (ECM), para evaluar los factores que influyen en la intención de los estudiantes de utilizar ChatGPT. Los resultados revelaron que la conciencia tuvo un efecto positivo y significativo tanto en la utilidad percibida (PU) como en la facilidad de uso percibida (PEU), en línea con estudios previos (Mutahar et al., 2018; Almuraqab, 2020; Bamigbola y Adetimirin, 2020; Abdalla, 2024). Esto subraya el papel clave de la conciencia en la percepción de los estudiantes sobre la utilidad y facilidad de uso de ChatGPT. A medida que los estudiantes adquieren mayor conocimiento sobre ChatGPT y sus capacidades, es más probable que reconozcan su utilidad para apoyar su aprendizaje académico. Al estar informados sobre sus funciones, percibirán la herramienta como un recurso valioso para proporcionar información instantánea, explicar conceptos complejos y ofrecer asistencia lingüística.

Asimismo, la familiaridad con ChatGPT facilita su uso, lo que aumenta su adopción. En contraste, un conocimiento limitado sobre la plataforma puede disminuir tanto la PU como la PEU, generando la percepción de que ChatGPT es una herramienta demasiado compleja o difícil de aplicar. En cuanto a la confianza, los hallazgos indicaron que esta tuvo un impacto significativo en la PU (Torrent-Sellens et al., 2021; Liu y Tao, 2022). Cuando los estudiantes confían en la fiabilidad, precisión y uso ético de la información generada por ChatGPT, tienden a considerarlo como una herramienta útil para su aprendizaje. Esta confianza puede motivarlos a utilizar la plataforma para diversas tareas académicas, como la resolución de problemas, la investigación y la redacción, ya que perciben que ChatGPT puede mejorar su desempeño. No obstante, los resultados mostraron que la confianza no tuvo un efecto significativo en la PEU. Esto sugiere que, aunque la confianza influye en la PU, no necesariamente afecta la PEU. Por ejemplo, un estudiante puede confiar en la información proporcionada por ChatGPT sin que esto implique que lo considere intuitivo o fácil de manejar.

Los hallazgos también revelaron que la confirmación tuvo un efecto positivo significativo en la PU y en la satisfacción, en coherencia con investigaciones previas (Bhattacherjee, 2001; Stone y Baker-Eveleth, 2013; Joo y Choi, 2016). Esto indica que, a medida que los estudiantes adquieren experiencia en el uso de ChatGPT y encuentran que la herramienta cumple con sus expectativas, aumenta su PU y su nivel de satisfacción. En particular, cuando ChatGPT les proporciona funciones y servicios que optimizan su eficiencia y rendimiento académico, facilitando el logro de sus objetivos de aprendizaje con menos esfuerzo, su satisfacción se ve reforzada. Asimismo, se encontró que tanto la PU como la PEU influyeron significativamente en la BI (Nja et al., 2023; Pillai et al., 2023; Chen et al., 2023). Esto sugiere que, cuando los estudiantes perciben que ChatGPT es útil, es más probable que desarrollen una actitud positiva hacia su uso, ya que lo ven como un recurso que optimiza el tiempo en la realización de tareas y mejora la calidad del aprendizaje. Del mismo modo, la PEU influye en la BI de ChatGPT, ya que cuando una plataforma es percibida como accesible y fácil de manejar, su adopción se vuelve más probable. Si los estudiantes consideran que el uso de ChatGPT no requiere un esfuerzo adicional de aprendizaje, es más factible que lo incorporen en su rutina académica.

Además, se confirmó que la PU y la PEU impactaron positivamente la satisfacción de los estudiantes, respaldando estudios previos (Kashive et al., 2020; Al-Fraihat et al., 2020; Yu et al., 2024). Esto indica que, cuando los estudiantes encuentran que ChatGPT les ofrece beneficios tangibles, su motivación para utilizarlo aumenta, lo que se traduce en mayores niveles de satisfacción. De manera similar, una interfaz intuitiva y fácil de manejar contribuye a mejorar la experiencia del usuario, elevando su satisfacción. Por último, se halló que la satisfacción tuvo un efecto positivo en la BI de ChatGPT, lo que confirma hallazgos previos en la literatura (Chen et al., 2020; Yu et al., 2024). Esto sugiere que, cuando los estudiantes se sienten satisfechos con ChatGPT en el contexto de sus actividades académicas, es más probable que desarrollen una intención favorable hacia su uso continuo. Un estudiante satisfecho tiende a percibir la herramienta como valiosa y beneficiosa, lo que incrementa su disposición a integrarla de manera regular en sus tareas de aprendizaje.



Implicaciones



Implicaciones teóricas


Este estudio aporta a la literatura al integrar el TAM con el ECM, incorporando la concienciación y la confianza como factores adicionales para evaluar la intención de los estudiantes de utilizar ChatGPT. Mientras que el TAM enfatiza la PU y la PEU, y el ECM se centra en la confirmación y satisfacción de los usuarios, la inclusión de la concienciación y la confianza proporciona un marco más completo. Este enfoque permite una comprensión más detallada de los factores que influyen en la aceptación de ChatGPT, yendo más allá de las variables originales de ambos modelos. El estudio también llena un vacío en la literatura, ya que la concienciación y la confianza se han discutido en investigaciones sobre adopción tecnológica, pero rara vez han sido analizadas conjuntamente dentro de un solo modelo. Teóricamente, se demuestra que la concienciación influye directamente en la PU y la PEU, mientras que la confianza impacta solo en la PU, lo que resalta los roles diferenciados de estos factores en la adopción de ChatGPT.

Además, aunque TAM y ECM han sido ampliamente utilizados en estudios sobre la adopción de tecnología, su aplicación en el contexto de herramientas de IA como ChatGPT es relativamente reciente. Por lo tanto, este estudio contribuye a la teoría al demostrar cómo la integración de estos modelos puede ayudar a comprender la adopción de tecnologías emergentes basadas en IA. Estos hallazgos pueden inspirar investigaciones futuras que exploren la aplicabilidad del TAM y el ECM en otras herramientas de IA. La combinación de ambos modelos también ha mejorado la capacidad predictiva del estudio, con un valor R² = 0,59, lo que indica un nivel de predicción sostenible de la BI de ChatGPT. Según Sarstedt et al. (2014), un R² de 0,19 es débil, 0,33 es moderado y 0,67 es fuerte. Esto demuestra que el modelo propuesto predice eficazmente la adopción de ChatGPT al considerar tanto el conocimiento previo de los estudiantes (concienciación) como su percepción de la fiabilidad del sistema (confianza), además de los factores clásicos del TAM y el ECM. En este sentido, la integración de ambos modelos representa un avance teórico al ofrecer una mejor explicación de la adopción de ChatGPT que el uso aislado de cualquiera de ellos.


Implicaciones prácticas


Este estudio también tiene implicaciones prácticas para educadores, desarrolladores y responsables de políticas educativas en la promoción del uso de ChatGPT en entornos de aprendizaje. Un aspecto clave es la necesidad de aumentar la concienciación sobre los beneficios de esta herramienta. Integrarla en las actividades de clase permitiría a los estudiantes experimentar directamente su utilidad, facilitando la comprensión de conceptos complejos, optimizando el tiempo de estudio y proporcionando asistencia académica personalizada. Asimismo, los educadores pueden reforzar este proceso mediante talleres y sesiones informativas que resalten las ventajas de ChatGPT en el aprendizaje. La confianza en la herramienta también desempeña un papel fundamental en su adopción. Para fortalecerla, los docentes e instructores pueden compartir investigaciones sobre el uso de ChatGPT en educación, así como estudios de caso y testimonios de éxito. Esto no solo contribuiría a mejorar la PU de ChatGPT, sino que también fomentaría su uso continuo entre los estudiantes. Además, dado que la PU y la PEU influyen en la satisfacción de los usuarios, es crucial que los educadores recopilen retroalimentación para optimizar su integración en los cursos. Brindar recursos adicionales y apoyo constante facilitaría una mejor experiencia de uso, lo que, a su vez, incrementaría la satisfacción estudiantil.

Desde la perspectiva del desarrollo tecnológico, es fundamental mejorar la interfaz de usuario de ChatGPT para hacerla más intuitiva y accesible, lo que contribuiría a una mayor PEU. Simplificar las funciones de la herramienta podría no solo aumentar la satisfacción de los estudiantes, sino también fomentar una actitud más positiva hacia su adopción. Además, incorporar mecanismos de transparencia, como la explicación de cómo se generan las respuestas y la verificación de la fiabilidad de la información, ayudaría a fortalecer la confianza en el sistema. De manera complementaria, proporcionar a los docentes recursos educativos sobre las capacidades y limitaciones de ChatGPT, a través de tutoriales, guías y casos de uso, facilitaría una integración más efectiva en el entorno académico. Por otro lado, los responsables de políticas educativas pueden desempeñar un papel clave en la promoción del uso ético y responsable de ChatGPT. Implementar iniciativas para fomentar la alfabetización en IA dentro de las instituciones educativas contribuiría a mejorar tanto la confianza como el conocimiento sobre esta tecnología. Asimismo, el establecimiento de directrices claras para su aplicación en el ámbito educativo permitiría abordar inquietudes sobre la precisión del contenido, la privacidad de los datos y el papel de la IA en el aprendizaje. Estas políticas no solo mitigarían posibles preocupaciones, sino que también generarían un marco de confianza que favorecería la adopción de ChatGPT como una herramienta educativa eficaz. En conjunto, estas acciones pueden contribuir a la creación de un entorno propicio para la adopción de ChatGPT en la educación, asegurando que tanto docentes como estudiantes aprovechen su potencial de manera efectiva y ética.





Limitaciones y trabajos futuros


Este estudio presenta algunas limitaciones que deben considerarse al interpretar sus hallazgos. En primer lugar, la muestra se limitó a una única universidad, lo que restringe la generalización de los resultados a otros contextos académicos. La BI de ChatGPT puede variar según la disciplina, el entorno educativo, el sistema de enseñanza o los antecedentes culturales de los estudiantes, lo que sugiere la necesidad de ampliar la investigación a diferentes instituciones y contextos. Además, el estudio adoptó un enfoque cuantitativo, lo que, si bien permitió obtener datos estadísticos sólidos, no exploró en profundidad las percepciones y experiencias individuales de los estudiantes. Futuros estudios podrían beneficiarse de un enfoque mixto que combine métodos cuantitativos y cualitativos, incorporando entrevistas y grupos de discusión para obtener una comprensión más detallada de los factores que influyen en la adopción de ChatGPT.

Por otro lado, aunque este estudio se centró en la concienciación y la confianza como determinantes clave en la BI de ChatGPT, existen otros factores que podrían desempeñar un papel relevante. Investigaciones futuras podrían examinar variables como el apoyo institucional, la experiencia previa con ChatGPT y la influencia social, con el fin de ampliar el modelo y proporcionar una visión más completa sobre la adopción de esta tecnología en el ámbito educativo.





Conclusión


Este estudio proporciona información valiosa sobre los factores que influyen en la intención de los estudiantes de utilizar ChatGPT para el aprendizaje, integrando el modelo TAM extendido (con la inclusión de la concienciación y la confianza) y el modelo ECM. Los hallazgos destacan la importancia de la concienciación en la percepción de PU y la PEU, mientras que la confianza influye significativamente en la PU, aunque no en la PEU. Además, la PU, la PEU y la confirmación contribuyen a la satisfacción de los estudiantes, lo que a su vez fortalece su intención de adoptar ChatGPT como una herramienta de apoyo académico. Estos resultados subrayan la necesidad de fomentar el conocimiento sobre ChatGPT y generar confianza en su uso para maximizar su adopción y efectividad en el aprendizaje. Al considerar estos factores, educadores, desarrolladores y responsables de políticas educativas pueden diseñar estrategias que faciliten la integración de esta tecnología en la educación, promoviendo así un entorno de aprendizaje más dinámico e innovador.
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