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Abstract  


Context: 
 The advancement of artificial intelligence (AI) has brought numerous benefits in various fields. However, it also poses ethical challenges that must be addressed. One of these is the lack of explainability in AI systems, it i.e., the inability to understand how AI makes decisions or generates results. This raises questions about the transparency and accountability of these technologies. This lack of explainability hinders the understanding of how AI systems reach conclusions, which can lead to user distrust and affect the adoption of such technologies in critical sectors it e.g., medicine or justice). In addition, there are ethical dilemas regarding responsibility and bias in AI algorithms.



Method: 
 Considering the above, there is a research gap related to studying the importance of explainable AI from an ethical point of view. The research question is it what is the ethical impact of the lack of explainability in AI systems and how can it be addressed? The aim of this work is to understand the ethical implications of this issue and to propose methods for addressing it.



Results: 
 Our findings reveal that the lack of explainability in AI systems can have negative consequences in terms of trust and accountability. Users can become frustrated by not understanding how a certain decision is made, potentially leading to mistrust of the technology. In addition, the lack of explainability makes it difficult to identify and correct biases in AI algorithms, which can perpetuate injustices and discrimination.



Conclusions: 
 The main conclusion of this research is that AI must be ethically explainable in order to ensure transparency and accountability. It is necessary to develop tools and methodologies that allow understanding how AI systems work and how they make decisions. It isalso important to foster multidisciplinary collaboration between experts in AI, ethics, and human rights to address this challenge comprehensively.



Keywords: Artificial intelligence, AI, ethics, ethical principles, explainability, transparency.
	                            

Resumen 


Contexto:  
 El avance de la inteligencia artificial (IA) ha traído numerosos beneficios en varios campos. Sin embargo, también plantea desafíos éticos que deben ser abordados. Uno de estos es la falta de explicabilidad en los sistemas de IA, i.e., la incapacidad de entender cómo la IA toma decisiones o genera resultados. Esto plantea preguntas sobre la transparencia y la responsabilidad de estas tecnologías. Esta falta de explicabilidad limita la comprensión de la manera en que los sistemas de IA llegan a ciertas conclusiones, lo que puede llevar a la desconfianza de los usuarios y afectar la adopción de tales tecnologías en sectores críticos (e.g., medicina o justicia). Además, existen dilemas éticos respecto a la responsabilidad y el sesgo en los algoritmos de IA.



Método: 
 Considerando lo anterior, existe una brecha de investigación relacionada con estudiar la importancia de la IA explicable desde un punto de vista ético. La pregunta de investigación es ¿cuál es el impacto ético de la falta de explicabilidad en los sistemas de IA y cómo puede abordarse? El objetivo de este trabajo es entender las implicaciones éticas de este problema y proponer métodos para abordarlo.



Resultados: 
 Nuestros hallazgos revelan que la falta de explicabilidad en los sistemas de IA puede tener consecuencias negativas en términos de confianza y responsabilidad. Los usuarios pueden frustrarse por no entender cómo se toma una decisión determinada, lo que puede llevarlos a desconfiar de la tecnología. Además, la falta de explicabilidad dificulta la identificación y la corrección de sesgos en los algoritmos de IA, lo que puede perpetuar injusticias y discriminación.



Conclusiones: 
 La principal conclusión de esta investigación es que la IA debe ser éticamente explicable para asegurar la transparencia y la responsabilidad. Es necesario desarrollar herramientas y metodologías que permitan entender cómo funcionan los sistemas de IA y cómo toman decisiones. También es importante fomentar la colaboración multidisciplinaria entre expertos en IA, ética y derechos humanos para abordar este desafío de manera integral. 



Palabras clave: Inteligencia artificial (IA), ética, explicabilidad, principios éticos, transparencia.
                                    






		
			Introduction

			Algorithms based on artificial intelligence (AI), especially those using deep neural networks, are transforming the way in which humans approach real-world tasks. Day by day, there is a significant increase in the use of machine learning (ML) algorithms to automate parts of the scientific, business, and social workflow 
1
. This is partly due to increasing research in a field of ML known as deep learning (DL), where thousands- or even billions- of neural parameters are trained to generalize when performing a particular task 
2
.

			As AI systems become increasingly complex and powerful, a fundamental concern arises: how can we understand and explain the decisions and actions of these systems? Explainability is a fundamental ethical principle that seeks to address the challenge of understanding and explaining how AI systems make their decisions 
3
. It is seen as vital to ensuring transparency, distributed accountability, and trust in AI 
4
.

			Explainable artificial intelligence (XAI) is a field of AI that seeks to generate explanations understandable to humans with regard to how AI makes decisions, rather than simply accepting answers or conclusions without clear explanations. The term was coined by the Defense Advanced Research Projects Agency (DARPA) in 2016 to address the lack of transparency and understanding in AI systems, especially in military applications 
5
. XAI promotes a set of technological tools and algorithms which can generate high-quality explanations that are interpretable and intuitive for humans 
6

,

7
.

			However, in the ethical dimension of AI, explainability implies that a system must not only be able to explain how it reached a certain conclusion, but also ensure that it is not biased, discriminatory, and unfair. From this point of view, explainability constitutes a fundamental ethical principle.

			There are several reasons why AI explainability can be considered to be a strong ethical principle. One of them is the need for responsibility and accountability. If an AI system makes decisions that significantly impact people’s lives, it is essential for those affected to understand how these decisions were madeandthelogic behind them. This allows affected individuals to challenge unfair or erroneous decisions and hold those in charge of their implementation accountable.

			AI explainability is important to avoid bias and discrimination. AI models often learn from historical datasets that may be biased and contain harmful patterns. If the results of an AI system are not explainable, it becomes difficult to identify and address these biases, which can result in biased decisions that perpetuate injustice and discrimination. By making decisions and the processes involved transparent, any bias or discrimination that may arise can be examined and corrected.

			Ontheotherhand,AIexplainability is important to avoid negative impacts on areas such as privacy and security. If AI systems make decisions without clear explanations, there is a risk that incorrect conclusions may be drawn, or that the results may be abused to obtain sensitive information from individuals. By ensuring explainability, users can understand and evaluate how their data are being used and make informed decisions about their privacy.

			This leads to gaps in understanding how transparency and explainability can affect public trust in AI systems and how issues such as algorithmic bias and injustice can be addressed. In the field of ethics in particular, there are disagreements on how to tackle these problems 
1
. According to 
21
, explainability should be a mandatory requirement for all AI systems, while other scholars advocate for more flexible approaches that balance explainability with other values such as efficiency or privacy 
3

			

			This theoretical contradiction poses challenges in developing clear policies and standards for AI, and it extends to the methodological and practical levels. How can AI explainability be defined and measured? What are the best approaches to this effect? How can ethical concepts be translated into concrete practices and policies? These questions still need clear and consensual answers. Based on these concerns, this research aims to analyze the importance of explainable AI as an ethical principle in the development and application of technologies, striving to ensure transparency, accountability, and trust in AI systems.

			Analyzing the importance of explainable AI as an ethical principle is fundamental in today’s society. Understanding how decisions are made and how the underlying algorithms work provides transparency and accountability in their use. This is essential to ensuring that decisions made by AI are fair, ethical, and comprehensible to users and society at large.

		

		
			Methodology

			This work was carried out while following a qualitative approach, using document research techniques and content analysis. For data collection, a bibliographic review of academic databases was conducted (i.e., Xplore, ACM Digital Library, Google Scholar, and arXiv), looking for relevant literature on XAI published in the last five years. The search keywords were .explicable artificial intelligence", ïnterpretable machine learning", and "transparency in AI".

			A systematic review was conducted, obtaining a representative sample of the available literature. Keywordsampling and expert experience were applied, the former to search for documents specifically related to the ethical component of XAI, and the latter to identify leading institutions in the field, aiming to ensure the quality and relevance of the sample. 36 documents were selected, including scientific articles, technical reports, and case studies on the applications of XAI in different domains, all of them in English. As a selection criterion, the sources had to constitute a representative sample of the available literature on the ethical component of XAI.

			The analysis was carried out using content coding. Key concepts, definitions, problems, solutions, and documented applications of XAI were identified. Data triangulation was used, contrasting the f indings of different sources. Finally, integrative synthesis was employed to consolidate the results. The reported approaches were compared, and relationships between key concepts were established, thus obtaining an updated state of the art on XAI.

		

		
			Results

			
				AI explainability as an ethical principle

				As an ethical principle, the aforementioned concept refers to the ability to understand and justify the decisions made and actions taken by AI systems. In an ethical context, it is critical to explain and understand how AI algorithms generate results, especially when they significantly impact people’s lives. This is significant in the field of ethical AI because it allows stakeholders to assess the reliability and fairness of the decisions made by their systems.

				XAI allows understanding how the data, algorithms, and models used to reach a certain conclusion have been interpreted. It allows users or affected parties to identify and rectify possible biases or discrimination inherent in AI processes. Moreover, it contributes to accountability and transparency in the development anduseofAIsystems, enabling developers, users, and other stakeholders to audit and understand AI decision-making processes while ensuring that systems follow some crucial standards, namely:

				
					

	
							Transparency: the algorithms and processes employed should be clear and understandable to users and stakeholders 
9
.

						

	
							Justice: XAI must be impartial and avoid any kind of bias or discrimination. This involves considering different user groups and ensuring that outcomes are equitable for all.

						

	
							Protection of privacy and personal data: XAI must respect user privacy and ensure data security 
1
. To comply with privacy regulations, appropriate measures and policies must be implemented.

						

	
							Accountability implies taking responsibility for any errors or damages that may arise due to the use of AI. It is important to implement mechanisms to correct and prevent these issues (10).

						

	
							Collaboration and participation are necessary to the development of XAI. This involves including ethics experts, researchers, users, and civil society organizations the process to ensure a more diverse view of ethical impacts and challenges.

						



				

				
					Approaches

					There are different approaches and types of XAI in the academic literature
11

-

14
. These approaches include the use of rules and logic, i.e., AI systems use logical rules and deductive reasoning algorithms to provide explanations based on logical inferences. Another perspective is the use of interpretable models, such as decision trees or linear regressions 
15
.

					These intrinsically interpretable models allow AI systems to generate explanations based on their characteristics and coefficients. Moreover, these systems can also keep track of all inferences and reasoning steps taken during the decision-making process, allowing to generate retrospective explanations through inference logs.

					In the case of neural networks (NNs), techniques such as the visualization of neural activations or feature elimination can be used to make systems more interpretable and explainable. Furthermore, there are approaches such as meta-explainers, which use separate AI systems to explain the decisions and actions taken by other systems.

					To measure and attain explainability in AI systems, there are different approaches. One of them is the transparency approach, where the goal is for the system to provide clear and detailed information about the data used, the algorithms applied, and the processing steps implemented. This allows users to understand how decisions are reached and facilitates the identification and correction of possible errors or biases.

					Some researchers are also exploring approaches based on simulation or case-level explanations, where the goal is for an AI system to explain its decisions through concrete examples by relating them to similar, previous cases 
32
.

				

				
					Objective, features, and functions

					According to the above, the main goal of XAI is to address the issue of opacity in AI systems, i.e., the inability to understand how they work and why they make certain decisions. By providing clear and understandable explanations, the aim is to increase transparency and trust in AI systems, both for users and for decision-makers who rely on them.

					The key characteristics of XAI systems include transparency, interpretability, and the ability to provide clear and understandable explanations 
14

,

16
. Therefore, XAI systems must be able to show how they arrived at a specific decision or conclusion, what data they used, and how weights or rules were applied in the decision-making process.

					These characteristics are especially relevant in critical applications such as medicine, where it is vital to understand how AI systems arrived at a diagnosis or treatment recommendation. They are also important in applications such as security and justice, where decisions can have a significant impact on people’s lives.

					The primary function of XAI is to provide explanations that are understandable to humans
17
. This involves developing techniques that allow AI systems to elucidate their actions and provide evidence for them.

				

			

			
				Ethical challenges and concerns associated with the lack of explainability

				The lack of explainability in AI can lead to unfair and harmful decisions in several ways 
4

					
9

),

10

),

16

),

18

),

19
, as shown in Fig. 1.
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Figure 1



Challenges and ethical concerns related to the lack of explainability in AI













				

				
					Fig. 1 presents different components related to the ethical challenges and concerns arising from the lack of AI explainability. One of these components is the lack of transparency, which implies the absence of a clear or understandable explanation of how a system or algorithm works. This lack of transparency can lead to discrimination and invisible biases, as the results obtained may disadvantage certain groups or individuals without an easily identifiable cause.

				The lack of explainability poses a risk to accountability: if a certain decision or result is not understood, it is difficult to assign responsibilities in the case of issues or errors. This may also entail a lack of trust and acceptance, as people may be hesitant to use or trust opaque systems that cannot be adequately explained. If users do not have full knowledge about the internal functioning of a system or algorithm, their trust in it is likely to be limited. This poses some threats, including the ethical risk of making wrong or unjust decisions, as well as violating people’s rights, such as the right to explanation.

				
					Fig. 1 also refers to discrimination, which can be caused by the lack of transparency and explainability in important decision-making processes. This opacity in decision-making can have negative ethical consequences and affect people’s rights.

				AI has been implemented in vital areas such as medicine, criminal justice, and autonomous driving to improve the efficiency and accuracy of existing systems, with various effects and ethical concerns 
10

,

18

,

20
 (Table I).

				
					

Table I




Applications of AI in vital áreas
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				One of the main ethical advantages of using XAI is confidence in their results 
21
. When systems are understandable and explainable, users can comprehend how their results were obtained and rely on their validity and accuracy. That trust is essential, especially in critical applications such as healthcare or justice, where AI-based decisions can have a significant impact.

				AI explainability allows detecting and addressing possible biases in data and algorithms. AI systems may be influenced by biases in the training data or introduced by developers 
18
. The ability to understand how decisions are made enables the identification and correction of unjust or discriminatory biases, ensuring impartiality and fairness in the decision-making process.

				Moreover, explainable AI systems also promote ethical accountability. When they can understand and reflect upon the decisions made by AI tools, people can identify errors, biases, or unintended consequences 
10
. This facilitates the identification of potential ethical risks and the adoption of measures to mitigate them. Explainability is vital in several cases 
22
, as presented in Table II.

				
					

Table II




Cases where AI explainability is vital
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				There are several challenges associated with AI explainability. Some of them are shown in Table III
					
8

,

23
.

				
					

Table III




Challenges associated with the explainability in AI
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				Now, from an economic perspective, explainability can have significant implications. On the one hand, the lack of transparency can undermine consumers’ trust in companies and in the use of their data. This can lead to reduced user engagement and, ultimately, to a negative impact on the revenue of businesses that rely on data collection and analysis. On the other hand, transparency can be a competitive advantage for companies, as it can generate greater trust among consumers and therefore increase their loyalty and willingness to share data.

				At the policy level, explainability can be vital to ensuring accountability and fair decision-making. If the algorithms used to make decisions- such as those related to loans, employment, or justice- are opaque or biased, there may be negative consequences for certain groups or individuals. Transparency in data collection and use, as well as accountability in cases of incorrect or biased decisions, are key elements to ensure fairness and avoid discrimination.

				In cultural and ethical terms, explainability can influence how we perceive data use and automated decision-making. System opacity can lead to mistrust and concerns about a lack of control or knowledge with regard to how our data are used. Likewise, transparency can provide a greater sense of empowerment and autonomy by allowing to understand and question the decisions that affect us.

				From a legal perspective, the absence explainability may affect the protection of privacy and individual rights. Transparency in data collection and use can help to ensure compliance with existing laws and regulations, such as the European Union’s General Data Protection Regulation (GDPR). In addition, in cases of incorrect or biased decisions, liability may have legal implications and lead to lawsuits or penalties.

			

			
				Approaches to improving explainability

				So far, the question could be how to improve AI explainability? XAI is an important topic from an ethical standpoint. There are different approaches to improving explainability in AI models, including interpretable models, inference rules, and visualization methods 
17

,

24

,

27
.

				One of the most commonapproaches to improving explainability is the use of interpretable models. These models, also known as white-box models, are those that can be easily understood and explained by humans. Examples of interpretable models include decision trees, linear regression, and decision rules. Another approach is inference rules. These rules allow establishing logical connections between premises and conclusions within a reasoning process. Inference rules can be used to explain predictions by AI models. For example, they can be used to explain why a certain decision was made by a recommendation system.

				Visualization methods can also be used to improve the explainability of AI models. These methods allow graphically and comprehensibly representing the decision-making process of a given model. Some examples include flowcharts, tree diagrams, and heat maps. Visual representations help users to more intuitively understand how a certain prediction was reached.

				The ethical importance of model interpretability lies in transparency and accountability when using algorithms and models in decision-making processes that can affect people. This includes a) understanding how a certain prediction or decision was reached, b) contributing to increased accountability in the organizations or institutions using AI systems, and c) facilitating trust in the technology. By understanding how algorithms make decisions, people can feel more secure and trust that relevant aspects have been considered, thus avoiding arbitrary decisions.

				There are several reasons for the necessity of establishing standards and regulations that promote AI explainability.

				Firstly, explainability is crucial for ensuring accountability. If a decision made by an AI system has a negative impact on a person, it is necessary to be able to evaluate and understand the process followed, in order to determine if there has been any bias or discrimination. Without explainability, AI systems cannot be effectively held accountable for their actions.

				Secondly, explainability is essential for fostering public trust in AI. Many people are uncomfortable with relying on AI systems whose decisions cannot be understood or explained. The lack of transparency and clarity in AI decision-making can erode trust in this technology and generate resistance to its adoption.

				AI explainability is important to upholding ethical principles and people’s rights. Automated decisions made by AI systems can affect fundamental rights such as privacy, non-discrimination, and equal opportunities. If we cannot understand howthesedecisionsaremade,wecannotensurethatthese rights and ethical principles are being respected.

			

			
				Solutions to the ethical challenges posed by the lack of AI explainability

				To address these challenges, several solutions have been proposed: Techniques are being developed to enable a better interpretation and understanding of AI models. This includes methods such as the generation of explanations or justifications for decisions made by AI systems and the visualization of the influence of different characteristics on the predictions made. These techniques allow users and stakeholders to understand how a decision is made and to assess its validity and fairness.

				Research into approaches to identify and mitigate biases in AI systems is ongoing. This includes systematically analyzing the data used to train the models, identifying potential biases, as well as implementing techniques to reduce their impact. AI model auditing and evaluation can help to ensure that decisions are fair and equitable for all groups involved.

				Regulations and standards are being proposed to promote explainability in AI systems. These legal and ethical frameworks can establish clear requirements regarding the transparency and accountability of AI systems, in addition to ensuring fairness and non-discrimination in their implementation.

				Approaches such as user-centered design and stakeholder engagement can ensure that decisions on the use of AI are transparent, and that ethical concerns are taken into account. Engaging people affected by AI decisions and enabling human feedback and control can help to avoid unfair or harmful outcomes.

			

			
				Existing regulatory initiatives

				This section outlines some current initiatives aimed at consigning XAI into valid regulations.

				One of the main regulatory initiatives that promotes AI explainability is the European Union’s General Data Protection Regulation (GDPR) 
26
. The GDPR states that individuals have the right to explanations about automated decisions that affect them, including algorithm-based decision-making processes. This regulation requires organizations to provide clear and understandable information about the criteria used to make automated decisions, as well as the consequences and scope of such decisions.

				Another regulatory initiative is presented in Big data: A report on algorithmic systems, opportunity, and civil rights, a document published by the US White House in 2016. This report emphasizes the importance of explainability in AI systems, especially in critical areas such as healthcare and finance. It proposes regulatory measures that promote transparency, accountability, and explainability in the algorithms used in these sectors.

				Another example is the California Consumer Privacy Act (US). This law requires AI systems used by government agencies to be transparent and provide clear and understandable explanations of how decisions affecting citizens are made.

				Furthermore, the European proposal for a legal framework on AI (AI Act) aims to establish a comprehensive regulatory framework for AI in the European Union. It includes specific explainability requirements, such as the obligation to provide clear and understandable information about the functioning of AI systems and the expected consequences.

				The Institute of Electrical and Electronics Engineers (IEEE) has also developed explainability principles (the IEEE Explainable and Trustworthy Artificial Intelligence initiative) that promote transparency and accountability in AI systems. These principles include generating understandable explanations and documenting the AI decision-making process.

				Finally, the UK government has established the Artificial Intelligence Explainability Initiative to promote explainability in AI systems used in the public sector. This initiative involves developing standards and guidelines that foster transparency and allow understanding the decisions made by AI.

				The effectiveness of these regulatory initiatives in promoting explainability can be assessed from different perspectives, e.g., the impact they have had on public awareness and widespread concern about the explainability of AI systems. These initiatives have sparked debate and put explainability on the political and business agenda.

				Overall, while existing regulatory initiatives represent an important step towards promoting AI explainability, there is a need for a multifaceted approach that combines regulation with technological research and involves multiple actors, such as data scientists, engineers, and policymakers.

			

			
				Education and awareness: actions towards implementing training programs

				Educating users, developers, and policy makers about this issue is critical to ensuring that AI systems are trustworthy, ethical, and accountable. It is imperative to educate users about AI explainability, as they must understand how such a system works and how decisions are made 
1
. This will allow them to assess whether these decisions are appropriate and ethical. In addition, users should be informed about the possible bias and discriminatory actions of AI systems and how they can be mitigated.

				As for developers, it is critical for them to be aware of the importance of AI explainability from the design and development stages 
13
. They must acquire skills and knowledge to develop XAI systems. This involves using techniques and algorithms to track and explain the reasoning of their models. Developers must also be trained in ethics and accountability, in order to ensure that AI systems are used fairly and transparently.

				Finally, policymakers have a critical role in promoting AI explainability. They must understand its importance and legislate accordingly 
27
. This implies establishing regulatory frameworks that require the explainability of AI systems in certain contexts, such as automated decision-making in the legal or healthcare fields. They should also encourage research and training and promote collaboration between the public and private sectors, in order to guarantee the responsible development of AI. To implement training and outreach programs on XAI, different actions can be undertaken (Table IV).

				
					

Table IV




Actions for training and dissemination regarding AI explainability
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					The need for multidisciplinary approaches

				

				XAI demands a multidisciplinary approach due to its complexity and its implications for different aspects of society. In this vein,

				
					

	
							Sociology can analyze the impact of AI on social structures by studying how it influences work organization, income distribution, and new inequalities. In addition, it can investigate the effects of AI on social interactions and the formation of virtual communities 
28
.

						

	
							Psychology can contribute to understanding how people interact and relate to AI systems. Studies on users’ perception of AI and how it affects their trust and acceptance could be carried out. Likewise, the possible biases and prejudices of AI models could be analyzed 
1
.

						

	
							Ethics and law are fundamental to establishing the principles and regulations guiding the development and use of AI 
10

,

18

,

29
. Aspects such as privacy, responsibility, and ethical values must be considered in decision-making processes related to this type of systems.

						

	
							Economics can assess the economic impacts of AI, focusing on growth and productivity. It can also evaluate potential labor displacements and the restructuring of industries. It is important to analyze how AI can drive innovation and generate economic opportunities, but also how it can lead to inequalities and challenges in the labor market 
30
.

						

	
							 Culture, history, and demographics can provide a socio-cultural context for AI 
19
. These disciplines can analyze how these systems can reflect and influence the values, beliefs, and practices of a particular society, as well as the demographic changes that may arise due to their implementation.

						



				

			

			
				Evaluation and follow-up

				Ethical metrics and assessments to measure AI explainability are critical to ensuring transparency and reliability. Some proposals reported in the literature are presented below 
18

,

31

,

32
 (Table V).

				
					

Table V




Metrics and assessments
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				It is important to mention that these metrics and evaluations must be applied ethically, considering all relevant values and ethical principles. Ethical monitoring and updating mechanisms are required to ensure that AI systems remain explainable as they evolve and are updated. Some proposed mechanisms include those shown in Table VI
					
10

,

21

,

25

).


				
					

Table VI




Ethical requirements and indicators
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				The importance of the elements in Table VI lies in their contribution to ensuring that AI systems are ethical and meet the established standards. For example, periodic AI auditing processes are essential for regularly evaluating the explainability and ethical impact of AI systems. This enables the identification of potential ethical issues and the timely implementation of corrective actions. Furthermore, this constant review helps to improve the understanding of how a system works, which in turn allows explaining its decisions and actions to users and ethics experts.

			

		

		
			Conclusions

			As anethical principle of AI, explainability is vital due to several reasons:

			
				

	
						First, it promotes transparency and builds trust in how technology works. Users and stakeholders can understand how AI systems make decisions, avoiding the ‘black-box’ feeling and reducing uncertainty.

					

	
						Second, AI explainability makes it possible to ensure accountability and liability for systems and their creators. It is essential to be able to explain and justify the reasons behind the decisions made byAIsystems,especially whentheyhaveanimpactonpeople’slives.Explainabilityfacilitates the identification of biases, errors, or bad practices. Thus, these issues can be corrected, or the actors involved can be held accountable.

					

	
						Third, explainability helps to identify and mitigate biases inherent in the training data or algorithms usedin AIsystems.Understandinghowthesebiasesinfluencesystemdecisionsallows taking steps to ensure fairness and impartiality in the field of AI.

					

	
						Fourth, when using AI, it is also critical to ensure compliance with ethical and legal standards. By understanding how decisions are made, one can assess whether relevant ethical and legal principles such as privacy, non-discrimination, and fairness are being met. In addition, explainability facilitates the auditing and monitoring of AI systems.

					

	
						Fifth, explainability contributes to improving the acceptance and adoption of AI by society. When people understand howAIworksandwhyitmakescertaindecisions,theyaremorelikelytotrust the technology and feel comfortable using it.

					

	
						 Finally, explainability reduces the perception of AI as a ‘mysterious black box’ and aids in overcoming cultural and trust barriers. In short, explainability is essential to ensuring the transparency, accountability, fairness, and acceptance of AI
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Actions

Contents

Courses and
workshops

Training programs addressing the fundamentals of XA,
existing techniques, and related ethical and legal
challenges can be designed for users, developers, and
policymakers.

Conferences and

seminars

Educational materials can be developed, such as guides,
manuals, or infographics that explain the concepts and
techniques related to XAl in a clear and accessible way.
These resources could be distributed online or in print.

Research promotion

Research into XAl could be encouraged by funding
research projects and programs. This will facilitate the
development of more explainable Al techniques and
models.

Interdisciplinary
cooperation

Collaboration between experts in Al ethics, law, and other
relevant disciplines can be promoted to comprehensively
address the implications of XAI
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Indicator

Ethical requirement

Al auditing processes

These processes should be carried out on a regular basis to
ensure that Al systems meet the established ethical
standards. This involves regularly reviewing and

evaluating their explainability and ethical impact.

Continuous feedback

Feedback and communication channels should be
established with users and ethics experts in order to gather
feedback and concerns about the explainability and ethical
impact of Al systems. This feedback can help identify

potential issues and improve explainability.

Updated regulatory
frameworks and

policies

Up-to-date policies and regulatory frameworks that
require Al explainability should be established. These

policies should consider both technical and ethical aspects.
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Case

Explanation

Disease detection

In disease detection, explainability is vital to ensuring trust
and acceptance of the results by healthcare professionals
and patients. It allows clinicians to understand how
certain conclusions were reached and which patient
characteristics influenced the decision. In addition,
explainability helps identify possible flaws in the models
or data used, and it is relevant when deciding which

algorithm to use in clinical practice.

Judicial

decision-making

The explainability of Al systems in judicial
decision-making is vital to ensuring fairness and
transparency. It allows judges and lawyers to understand
and question the basis of Al systems’ recommendations or
conclusions, especially in cases where there may be bias or
discrimination. Explainability helps to identify and correct

these biases, fostering impartiality and non-discrimination.

Cybersecurity

In cybersecurity, explainability is critical to understanding
and addressing cyberthreats and cyberattacks. Security
experts need to understand how an attack was made and
what vulnerabilities were exploited in order to take
corrective action and prevent future incidents. In addition,
when it comes to the attribution of responsibility,
explainability is needed to identify the culprit and take
appropriate legal action.
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Metrics

Assessment

Explainability metrics

These metrics quantify an Al system’s degree of
explainability. Some common metrics include clarity,
comprehensibility, and transparency. An example of this is
measuring the amount of information provided by the
system to justify its decisions, or its ability of the system to

explain the rules or algorithms used.

Model interpretability
assessment

This type of assessment focuses on the ability of an Al
model to be interpreted and understood by users.
Techniques such as data visualization, significant feature
extraction, and pattern identification can be used to this

effect.

Assessment of social
and societal impact

This type of assessment focuses on the impact of an Al
system on society in terms of equity, bias, or
discrimination. Measures such as differential accuracy can
be used in order to assess whether the system shows fair
and equitable treatment towards different population

groups.
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Challenge

Explanation

Many Al models, such as deep NN, are highly complex
and difficult to understand. Therefore, explaining how a

Model complexity -
model makes decisions and what features are most
relevant to it is a complex task.

To understand how an Al model makes decisions, it is
necessary to analyze the training data used. However,

Privacy policy these data may contain sensitive or confidential

information. It is necessary to find a balance between

explainability and data privacy.

Coherence and

consistency

Al'models can be inconsistent in their decisions, making it
difficult to explain why a particular decision was made at
a given time. Ensuring coherence and consistency in
decisions is a challenge in ensuring explainability.

Bias and

discrimination

Al models can be affected by biases in the training data,
which can lead to discriminatory results. It is important to
address these biases and ensure explainability, in order to

identify and correct any potential discrimination.
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Vital areas

Ethical concerns

Medical diagnostics

Al systems in medicine may face distrust due to lack of
explainability. This raises ethical concerns regarding
responsibility and accountability in the event of errors or
harm to patients. In addition, discrimination and
algorithmic bias have been observed in the development
of these systems, such as racial biases in the diagnosis of

diseases.

Criminal justice:

recidivism prediction

The lack of Al explainability in criminal justice generates
distrust and carries ethical risks. Algorithms are regarded

as ‘black boxes’, which limits the ability to challenge
Al-based decisions and can perpetuate discrimination and

bias in the criminal justice system. This raises ethical

concerns regarding jus
algorithms may reproduce and amplify biases in the data
used to train them.

ice, equity, and human rights, as

Autonomous vehicles

In the context of autonomous vehicles, the lack of
transparency carries ethical and legal risks. When an
accident caused by an autonomous vehicle occurs, it is
vital to be able to understand the decision that led to it.
However, the algorithms for autonomous driving are often
considered to be black boxes, and they hinder the
establishment of liability and guilt. In the field of
autonomous driving, ethical concerns encompass the
safety of pedestrians and other drivers, as well as
responsibility and accountability in accidents - who is
responsible if an autonomous vehicle is involved in an
accident?






