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ABSTRACT
Literature on point pattern methods for analyzing geographical 
concentration of firms has increased dramatically over the last 
decade. Revision of the state of the art in empirical applications 
shows that most methods are mainly exploratory while others fo-
cus on the identification of cluster determinants. We contribute in 
this regard by analyzing key features that underline the differences 
among exploratory methods: Functional form, selection of con-
trols, significance of results, and treatment of edge effects. We also 
stress the potential and complementarity of new methods such as  
Gibbs models.
Keywords: Industrial location, point pattern analysis, Gibbs models, 
distance-based measures.
jel Classification: C40, R12, R30.
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MÉTODOS DE PATRONES DE PUNTOS PARA ANALIZAR LA LOCALIZACIÓN INDUSTRIAL
RESUMEN

La literatura sobre métodos de análisis de patrones de puntos para 
estudiar la concentración geográfica de las empresas ha aumen- 
tado espectacularmente en la última década. La revisión de la lite-
ratura empírica muestra que la mayoría de los métodos son princi-
palmente exploratorios, mientras que otros se centran en la identifi-
cación de los determinantes de la aglomeración. En este artículo se 
analizan las características clave que subrayan las diferencias entre 
los métodos exploratorios: forma funcional, selección de contro- 
les, significación de los resultados y tratamiento de los efectos borde. 
Además, se destaca el potencial y la complementariedad de nuevos 
métodos como los modelos de Gibbs.
Palabras clave: localización industrial, análisis de patrones de puntos, 
modelos de Gibbs, medidas basadas en la distancia.
Clasificación jel: C40, R12, R30.

1. INTRODUCTION

Geographic concentration of economic agents and clusters of 
interconnected companies are a striking feature of virtually 
every national, regional, state, and even metropolitan economy 

(Porter, 2000), since it is of paramount importance to explain growth 
determinants, regional disparities and economic development. Theo-
retical and empirical interest in this subject has risen recently due to 
the New International Trade theories and to the New Economic Geog-
raphy (Krugman, 1998), and to the increasing processes of production 
relocation. Recent research establishes that one of the most promising 
strategies for intra-urban job growth lies in promoting localized clusters 
that produce goods and services that are sold primarily within a single 
city, metropolitan area, or urban region (Garrocho-Rangel, Álvarez-
Lobato, and Chávez, 2013).

Literature on industrial location classifies methodology for analysing 
industrial clusters into three generations (Combes and Overman, 2004; 
De Dominicis, Arbia, and De Groot, 2013; Chain et al., 2019). The first 
generation was focused on assessing whether the concentration of a given 
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industry was above or below other industries or the overall activity, and 
used measures such as Gini, Herfindahl, or the Location Quotient indices. 
The second generation compared the spatial concentration in an industry 
with the one obtained if the location of economic units followed a ran-
dom pattern, and is based on the seminal dartboard approach developed 
in Ellison and Glaeser (1997). First and second generations tools have 
usually been applied to predefined administrative geographical units 
of observation (regions, counties, metropolitan areas…), which raises  
the modifiable areal unit problem (maup)1. To overcome this problem, the 
third generation methods are borrowed from the point pattern analysis 
literature (ppa)2. These methods do not discretize the area of study, but 
take advantage of all the information contained in the geo-referenced 
data, therefore admitting the inspection over a range of scales (Scholl 
and Brenner, 2016).

The aim of this paper is to provide a guide to researchers interested in 
the application of point pattern methods to analyse industrial agglomer-
ation. The most popular and promising methods based on the distance 
among firms are compared according to their functional form, to the 
selection of controls, to the significance of results, and to the treatment 
of border effects. Review of the state of the art in empirical applications 
shows that most papers are exploratory and use a case-control strategy 
to detect (co-)localization. The literature needs to move forward towards 
a regression framework in line with the estimation of Gibbs models, 
which have proven successful in other fields, and can shed light on the 
determinants of clusters.

This research adds to other papers that have focused on cluster based 
measures of regional concentration such as Kopczewska (2018) and on 
distance-based measures of spatial concentration, such as Scholl and 
Brenner (2016) or Marcon and Puech (2017).

The remainder of the paper is organized as follows. In the following 
section, different distance-based approaches applied in ppa to deal with 
industrial location are analyzed. Then, the empirical literature is reviewed. 
Finally, concluding remarks are summarized.

1	 See Openshaw and Taylor (1979) for a more detailed discussion of this topic. 
2	 See Boots and Getis (1988) for more information about point pattern analysis.
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2. POINT PATTERN METHODS FOR ANALYZING THE INDUSTRIAL LOCATION

This section discusses the most popular or promising distance-based 
measures that have been empirically tested to study industrial location 
in the presence of spatial inhomogeneity3. For this purpose, these meas-
ures are grouped according to their exploratory nature, first section, or 
confirmatory nature, second section.

2.1. Exploratory distance-based measures4

Table 1 list the most popular distance-based measures such as the D 
function (Diggle and Chetwynd, 1991), the Duranton and Overman 
(D-O) approach (Duranton and Overman, 2005), the M function (Mar-
con and Puech, 2010), and the inhomogeneous K function (Baddeley, 
Møller, and Waagepetersen, 2000). All these methods are exploratory 
and grounded in a case-control strategy that consist on selecting a group 
of controls that account for the observed inhomogeneity and compare 
its spatial distribution with that of the selected cases. It is then claimed 
that localization economies will manifest themselves as a phenomenon 
of extra-concentration in one industry with respect to the concentra-
tion of the firms in the control population. We evaluate these methods 
by focusing on four characteristics that may be relevant to researchers: 
The functional form used, the sampling process for the selection of 
controls, the procedure for testing the significance of the results, and 
the treatment of edge effects5.

2.1.1. Different functional forms

Diggle and Chetwynd (1991) D function evaluates the difference be-
tween cases and controls estimating K functions. Where the K function 

3	 There are more distance-based measures, such as the firm level index developed by Scholl 
and Brenner (2016) or the Spatial Agglomeration Index (spag) developed by Kopczewska 
(2017).

4	 For a more comprehensive review of distance-based measures of spatial concentration 
see Marcon and Puech (2017).

5	 For the sake of simplicity, we illustrate only univariate function expressions.
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Table 1. Distance-based measures

D function*
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r, and = 0 otherwise; N: total number of firms in the area of analysis A.

Inhomogeneous K-function**** 



1

( , , )1( , )
| | ( ) ( )

n
ij

I
i j i i j

w c i j r
K r

A x x= ≠

λ =
λ λ∑∑ ; 

/A/ is the total surface of the area

wij: the adjustment factor for edge effects correction; cs(i,j,r) = 1, if distance between 
two plants, i and j of industry s is less than the radius r, and = 0 otherwise; λ(x): 
intensity at location x.

Source: Own elaboration based on Diggle and Chetwynd (1991)*; Duranton and Over-
man (2005)**; Marcon and Puech (2010)***, and Baddeley, Møller, and Waagepetersen 
(2000)****. 
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is a cumulative function, first introduced by Ripley (1976), to detect 
distributions deviation from randomness in homogeneous, stationary 
and isotropic spatial processes. It counts events up to each distance r 
of the point6. Duranton and Overman’s (2005) approach evaluates the 
difference, for cases and controls, of the kernels of the probability point-
pair distance density functions, that counts the number of points at a 
distance r of each event. They compare whether the number of plants at 
a given distance is significantly different from the number that would 
have been found if the location of the firms was random. Marcon 
and Puech’s (2010) M function counts neighboring points up to a chosen 
distance r and compares them with all industrial activities in a circle of 
radius r, while also accounting for the size of the sector relative to all 
activities in the study region. Baddeley, Møller, and Waagepetersen’s 
(2000) Inhomogeneous K-function gives each point a weight that is in-
versely proportional to the local density of points, so more neighbors 
are expected where more points are located. It essentially generalizes 
Ripley’s K function for non-stationary point processes in which second 
order intensity reweighted-stationarity is assumed. 

Several methodological considerations need to be stressed in each of 
the approaches. First, when the area of analysis is not large, a caveat in the 
D-O approach is the presence of the mathematical problem of compen-
sation (Marcon and Puech, 2010). The probability density function (Kd) 
must sum to one, so if the results show localization at short distances it 
will necessarily determine dispersion at longer distances which is not a 
consequence of real inhibition but a compensation effect. To avoid this 
problem Duranton and Overman (2005) proposed to analyze only a 
range of distances that reach the median distance in the sample. Second, 
a caution in D-O and the Inhomogeneous K function is the need to choose 
an arbitrary kernel bandwidth, although mathematical procedures can 
be implemented for its selection, there is no reason to assume that the 
bandwidth should be equal for cases and for controls. If the number of 
events in the sample is not large, the results would be highly dependent 

6	 When points have marks (attributes) attached the K-function can be extended to the 
bivariate Kij function that counts the events of type j up to a chosen distance r of the point 
i. When i = j the bivariate Kij function represents the K function for either the cases (i = j = 
1) or the controls (i = j = 2).
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on the arbitrary choice of the estimation kernel bandwidth (Diggle 
et al., 2007). If the chosen bandwidth is small the intensity is highly 
variable, and the results will determine independency while choosing 
a wider band will result in more stationarity and dependence (Marcon 
and Puech, 2010).

Another aspect greatly debated is the fact that D, M and Inhomoge-
neous K are cumulative functions while D-O employs a probability den- 
sity function. Marcon and Puech (2010) demonstrate that probability 
density functions can detect local clusters more precisely at different spa-
tial scales, but cumulative function approaches can detect the existence 
of clusters up to a certain distance and spatial repulsion between the 
clusters. Recent papers have proven that every function can be modified 
in terms of obtaining its cumulative/probability density function coun-
terpart. Behrens and Bougna (2015) construct a cumulative function 
based on the probability density function of D-O, and Lang, Marcon, 
and Puech (2020) propose a new relative distance-based function m 
equivalent to the M function, where instead of counting points up to a 
radius r, they estimate the kernel of the probability density function of 
point-pair distances.

Another aspect to consider is that D-O, M and the Inhomogeneous K 
function approaches can be extended to explicitly take into account the 
concentration of a few firms of a considerable size by incorporating the 
number of employees into the clustering metric instead of just the number 
of plants. We prefer to control for employment as a confounding factor 
in the control selection process, in the way that the D function approach 
matches the stratified sample as will be described in the next subsection. 
Establishments are the principal units among which externalities-inducing 
interactions are likely to occur, implying that the more enterprises in a 
given area, the more likely they are to enjoy positive externalities based 
on co-location. As the concept of localization economies deals with 
external economies of scale, when introducing employment weights, 
internal and external scale economies are conflated. 

2.1.2. Selection of controls

To select the controls D function simulates drawing a random propor-
tionately size matched sample of controls from the population of in- 
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dustries that do not belong to the target industry. The sample should 
match the cases in its main characteristics, such as the size of the firms or 
the organizational structure to properly capture the firm’s interaction and 
not the effect that those features might have on clustering. At the same 
time, to avoid biased results, a procedure is implemented to detect the 
existence of outliers that might have an excessive impact in the reference 
distribution of controls (“outlier effect”). In the empirical applications, 
as sample size constraints generate variability in the magnitude of the D 
function, the results are usually reported averaged over multiple samples.

The selection of controls in D-O’s approach is obtained by sampling 
from the sites of total manufacturing firms. This procedure is less precise 
because firms might have different attributes that affect their propensity 
to cluster, and if firms with those attributes are overrepresented in the 
control sample, the results will be biased. Furthermore, if the reference 
distribution of controls is dominated by one industry with a strong 
tendency to cluster (inhibition), it will be hard that when the cases are 
compared to the controls, the results will show cluster (inhibition). Even 
when both effects are softened by simulating a high number of subsam-
ples, it is important to note that there is no reason why the stratified 
sample and the outlier identifier procedure could not also be applicable 
to D-O’s approach. 

M function presents two refinements regarding D function and D-O’s 
approach. First, the need to select a sample of controls is avoided, as 
the whole manufacture is used as the reference distribution. However, 
this does not control for the existence of one industry in the area with a 
strong tendency to cluster/inhibition, or for the existence of the effects 
of a certain firm’s attributes on clustering. Second, if there are data for 
more than one sector pattern, they explicitly consider the relative size 
of the industry in the denominator, allowing the direct comparison of 
results between industries and regions of different size. Nonetheless the 
approach still assumes that all industries location choices are affected 
by the same covariates.

Inhomogeneous K function needs to select controls only when the 
first-order intensity functional form is not known and needs to be es- 
timated. It cannot be estimated non-parametrically from the same 
observed pattern from which the function is estimated. Without any 
other information or assumption about the underlying process, it is not 
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possible to distinguish spatial inhomogeneity from a spatial dependence 
phenomenon (Diggle et al., 2007). 

2.1.3. Significance of the results

In order to formally assess the significance of the empirically observed 
values of the results the only approach in which a formal test of signifi-
cance can be utilized is D function7. Because the exact distribution of D 
function is known, its variance can be evaluated theoretically and proper 
confidence bands can be constructed. This advantage is limited, as the 
rate of convergence to the asymptotic multivariate normal distribution 
is unclear (Diggle and Chetwynd, 1991). To implement an exact test 
and construct the confidence bands, Monte Carlo techniques are still 
required as in D-O’s approach and M function empirical functions.

2.1.4. Treatment of edge effects

Edge effects arise because the theoretical distributions for most spatial 
point statistics assume an unbounded area, yet observed distributions 
are estimated from delineated regions. Edge effects will tend to distort 
the estimated function for the points that are close to the boundary 
because the possibility of having neighbors outside the boundary is de-
nied. While D function and K inhomogeneous function correct for edge 
effects, D-O’s approach and M function do not account for their existence 
implying bias for large r. Our intuition is that the D-O approach does not 
correct for edge effects because its seminal empirical application is for 
the United Kingdom, therefore, the probability of finding an event out 
of the boundary is truly zero. The case of the M function is different as it 
is a quotient of two quotients. Comparing the number of neighbors in a 
certain industry to the total number of neighbouring establishments in 
the same area (in a disc of radius r in the numerator and in the whole 
region in the denominator), the edge effects cancel out. 

7	 In Scholl and Brenner (2016) a new index has been proposed which allows the use of 
significance tests.



60 IE, 79(314), octubre-diciembre de 2020 • http://dx.doi.org/10.22201/fe.01851667p.2020.314.75474

2.1.5. Relevant theoretical and practical issues on the application 
of distance based measures

Overall, the main limitation in analyzing the existence of agglomeration 
under a case-control strategy is that the robustness of the results heavily 
depends on an appropriate specification of the properties of the spatial 
process represented by the control group. Two important aspects of 
the description of agglomeration/dispersion are spatial inhomogeneity 
(first-order intensity), and spatial interaction (second-order variation). 
Spatial inhomogeneity relates to the fact that some regions may have a 
mean number of points higher than others; for example, in the Central 
Business District we might have a higher concentration of firms, while 
the suburbs might show a lower density of firms. Besides that, spatial 
interaction relates to the dependence between points in pairs of locations. 
Case-control strategies are very useful for determining the spatial scale 
of any cluster of firms, but as long as there are influences that are clearly 
unique to the industry under evaluation, even when the controls are a 
correct representation of first order intensity these approaches are not 
appropriate to capture the nature of agglomeration. The Inhomogeneous 
K function approach is the only one that could identify this pattern by 
introducing a proper covariate to estimate the first-order intensity. Case 
control analysis basically yields a series of isolated univariate comparisons 
that determine if “case” industries exhibit more co-location than “con-
trol” industries. 

Summarizing, though most methods analyzed are useful to measure 
agglomeration as a whole, most of them do not allow for the identification 
of the location of clusters. While it is possible to claim that first-order 
effects are controlled, most methods cannot be used in regression models 
to learn about its reationship with the analysed industry.

2.2. Gibbs regression model approach

Gibbs models for point processes (or Markov point processes) provide 
a regression framework that constitutes a fruitful approach to empir-
ically explore cluster’s determinants. We show in Table 2 that a Gibbs 
(Markov) process, X, can be expressed as exponential family densities 
and allow for separate estimation of effect sizes on components of the 
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trend (first-order effects) and a specific representation of the interac-
tion (second-order effects). The trend component b(u) depends only 
on the spatial location u, and reflects spatial inhomogeneity that affects 
the location decision of firms. It captures aspects related to the natural 
or built environments that are likely to impact a firm’s location choice. 
History might affect certain locations’ population density, public service 
endowments and geographical characteristics also play an important role 
for certain industries. The interaction component S(u,x) provides another 
set of rich specification choices. Several alternative specifications of the 
interaction can be applied to firm location modeling but only three of 
the functional forms of interaction have appeared in applied work: Strauss 
hard core, Geyer saturation, and Area/penetrable spheres.

Because of the normalizing constant a, it is difficult to work directly 
with the density and the model is made tractable by working instead with 
the Papangelou conditional intensity function, which is the probability 
of observing a point u of the process in a small neighborhood du of u, 
conditional upon the rest of the process X. Because of the exponential 
form of the Gibbs model, standard software implementations for gen-
eralized linear (additive) models can be used to estimate parameters of 
the conditional intensity function. 

The main topics in this framework are the estimation of the actual 
characteristics (or parameters) of location potential, and its comparison 
within different economic/geographic situations. This framework is 
useful to isolate the different sources of agglomeration economies and 

Table 2. Gibbs model approach

Gibbs point process density (with respect to Poisson unit density) 

( ) ( ) ( , )
y x

f x a b u S u x
⊆

= ∏

Møller and Waagepetersen (2007)
a: normalizing constant; S(u,x)b(u): density at location u; S(u,x): Interactions among 
points (in pairs, triples or higher orders).

Papangelou conditional intensity:

( , ) exp ( ) ( , )T Tu x b u S u xλ = Φ +θ

Φθ: estimated canonical parameters.
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determine which covariates are most effective in explaining the observed 
agglomeration patterns. Gibbs models can yield a richer set of results 
than case-control methods and move from the simple hypothesis testing 
to complete model specification and validation that forms the basis for 
most empirical research in regional science. Details on the Gibbs process 
formulation can be found in Møller and Waagepetersen (2007) with 
extensions and interpretation for the firm location choice in Sweeney 
and Gómez-Antonio (2016).

3. EMPIRICAL LITERATURE REVIEW OF POINT PATTERN ANALYSIS
TECHNIQUES TO DETECT LOCALIZATION ECONOMIES

The first to introduce these techniques to examine clustering of manu-
facturers was Barff (1987), who implemented Ripley’s K function for the 
Cincinnati metropolitan area. A limitation of this analysis is that the null 
hypothesis is a completely random spatial distribution of establishments. 
Case-control methodologies were developed to avoid this assumption. 
Review of empirical application allows to determine the impact of 
each methodology, and to highlight how substantial recent research 
has focused on developing new methods or extensions, mainly under 
the case-control strategy. Besides, it shows that the literature is orphan  
in order to identify the determinants of industrial clusters and how certain 
papers cover this drawback by estimating area-based linear regression 
models. Finally, we hope it is helpful in order to guide and attract new 
researchers to this field. 

Table 3 summarizes the main research questions and the method-
ological deviations, if any, of each paper. Most of the papers that has 
focused on a single exploratory distance-based measure are devoted to 
the D-O approach8, or to the D function.

In addition to the application of Ripley’s K function and its modifi-
cations, while there are numerous papers comparing D-O’s approach, D 
function with other area-based indexes, there are few papers comparing 

8	 D-O approach is one of most cited articles according to the World of Science horizontal 
criteria (Chain et al., 2019) and it still inspires new indices, such as the new multisectorial 
co-location index developed by Pablo-Martí and Arauzo-Carod (2020).
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two or more distance-based approaches to the same dataset. Overall 
the reviewed papers are very accurate at detecting and identifying the 
relevant distance for cluster existence, but are purely descriptive and say 
nothing about the causes of the departure from randomness.

These approaches, either explicitly or implicitly, aim to distinguish 
join localization from colocation (first-order from second-order con-
centration). To isolate the potential factors determining concentration, 
several papers analyzed different subgroups of firms according to their 
characteristics, others considered the dynamic dimension, proposed 
new cumulative or density counterpart functions, or extended the 
Inhomogeneous K function approach to marked weighted patterns. 
Recently, several papers have estimated linear regression models of 
distance-based indexes on covariates to explicitly identify industrial 
cluster determinants.

Nevertheless, in order to identify cluster’s determinants, point pro-
cess models can be defined and fitted to data. Although this approach 
has proven to be successful in other fields, they do not have attracted 
a similar interest for the analysis of industrial location determinants.

Sweeney and Gómez-Antonio (2016) were the first to fit explicit Gibbs 
models to point pattern data incorporating both spatial inhomogeneity 
and inter-point interactions to explain the observed pattern of indus-
trial establishments. The inhomogeneity is modeled with the covariates 
distance to the city center and distances to certain type of roads. The 
estimated interaction effects of the Strauss hard core, of the Geyer satu-
ration and of the Area interation models can be interpreted as evidence 
of the strength and scope of localization economies. Subsequently, 
Gómez-Antonio and Sweeney (2018) estimated a Gibbs model to test 
the role of local public goods on attracting establishments to the city. A 
complete model of location choices is estimated detangling first-order 
from second-order interaction effects. Their results challenged some of 
the outcomes of the inter-urban industrial location literature. 

Published work estimating Gibbs models is very limited and to date 
has focused on unmarked Gibbs models. The next step in this analysis 
is extending the methods and results for qualitative or quantitative 
marked spatial point process in Euclidean space or on a road network. 
The extension allows for different levels of attraction or repulsion among 
different categories of industry, employment size or both.
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Table 3. Distance based measures and Gibbs models applications

Diggle and Chetwynd’s (1991) D function and similar approaches

Sweeney and Feser (1998) Clustering and firm size

Feser and Sweeney (2002a) Collocation in different product value chains, U.S. met-
ropolitan areas

Feser and Sweeney (2002b) Collocation in Printing and Publishing, responsibility of 
value chain in clustering or dispersion

Feser and Sweeney (2000) Collocation in 12 product value chains and 14 metro-
politan areas

Sweeney and Konty (2005) Robust estimation for spatially censored data

D function without a stratified sample procedure to construct the counterfactuals

Marcon and Puech (2003) 14 manufacturing industries in greater Paris and France

Kosfeld, Eckey, and Lauridsen 
(2011)

Mining and manufacturing in Germany, application 
of the subsample similarity to reduce computational 
requirements

Albert, Casanova, and Orts 
(2012)

Manufacturing in Spain, first and second nature advan-
tages

Buzard et al. (2017)

Technological spillovers in R&D labs in the Northeast 
corridor of the U.S.; Monte Carlo procedure to use man-
ufacturing employment distribution as a counterfactual; 
multiscale core-cluster approach based on local K func-
tions to determine the size and shape of clusters

Helbich and Leitner (2010) Clustering of higher-order services in the urban fringe 
of Vienna

Lotwick and Silverman (1982)’s extension of Rypley’s K 
(colocation between two industries)

Arbia, Espa, and Quah (2008) Patent innovations for six industrial sectors in Italy

Arbia et al. (2010) Information and Communication Technology firms in 
Rome 1920-2005 period; space time K function

The Mark-weighted K function by Penttinen (2006)

Giuliani, Arbia, and Espa 
(2014) Hi tech firms in Italy
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Table 3. Distance based measures and Gibbs models applications (continued…)

Duranton and Overman’s (2005) approach, D-O

Duranton and Overman 
(2005) Manufacturing industries in United Kingdom

Duranton and Overman 
(2008)

Co-localization between British industries and location 
patterns according to firm characteristics. Comparison be-
tween co-localization forces and own-industry clustering

Klier and McMillen (2008) New auto supplier plants in the U.S.

Nakajima, Saito, and Uesugi 
(2012)

Duranton and Overman (2008) replicated for manufacture 
and service industries in Japan

Kerr and Kominers (2015) Patent technology clusters in Sillicon Valley

Barlet, Briant, and Crusson 
(2013)

Index of divergence in the space of density distributions 
that is fully comparable across industries, service and 
manufactures in France

Murata et al. (2014) U.S. patent citation and localization of knowledge spill-
overs

Alfaro and Chen (2014) Index to text driving forces of multinationals vs domestic 
firms; data for plants in over 100 countries

Behrens (2016) Coagglomeration patterns in Canadian automotive in-
dustry

Marcon and Puech (2010) M function approach

Jensen and Michel (2011) Shops in Lyon (France)

Lang, Marcon, and Puech 
(2020)

Density function of cumulative M function, m function 
approach

Moreno-Monroy and García-
Cruz (2016)

Agglomeration a co-agglomeration patterns of informal 
and formal manufacturing industries in Cali (Colombia)

Coll-Martínez, Moreno‐Mon-
roy, and Arauzo‐Carod (2019)

Agglomeration and co-agglomeration of creatives in-
dustries in Barcelona metropolitan area (Spain) using 
M and m functions

Baddeley, Møller, and Waagepetersen’s (2000) Inhomogeneous K function approach

Arbia et al. (2012) High Tech industries in Milan

Espa, Arbia, and Giuliani 
(2013)

High Tech industries in Milan, trend surface cuadratic 
model
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4. CONCLUDING REMARKS

We have documented the main warnings worth considering when uti-
lizing distance-based methods to detect agglomeration. Some of these 
caveats could be softened by incorporating some characteristics of one 
methodology into the others. The stratified sample of the controls that 
implements the D function could be easily translated to the D-O’s approach 
and conversely the procedure to construct global envelopes in D-O and 
the M function could be implemented for the D function approach.

D function and D-O’s (2005) approaches have been more frequently 
employed than the others. Substantial recent research has been focused 

Table 3. Distance based measures and Gibbs models applications (continued…)

Comparison papers

Cao et al. (2017)
Location patterns in Shangai, Ripley’s K, Leslie and Kro-
nenfeld co-location index, kernel density function and 
nearest neighbourhood analysis

Bonneu and Thomas-Agnan 
(2015) Extension of Inhomogeneous K function, D-O and M

Funderburg and Zhou (2013) D-function versus D-O, 20 manufacturing industry clus-
ters in California

Billings and Johnson (2012) D-O versus an Index of specialization for service and 
manufacturing industries in Denver

Scholl and Brenner (2016) A Firm Level Cluster Index, D-O and M function for 
German microsystem technology industry.

Sweeney and Feser (2004)
D-function, Localization quotient, EG, and G(s) (Gettis 
and Ord’s G) for six manufacturing industries in Los 
Angeles and Atlanta

Duranton and Overman’s (2005) versus Ellison and Glaeser (EG)

Vitali, Napoletano, and Fagiolo 
(2013) Manufacturing in six European countries

Koh and Riedel (2014) Four digit industries and industrial services in Germany

Behrens and Bougna (2015) Location in Canada; 2001-2009 period, spatially weighted 
EG
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Table 3. Distance based measures and Gibbs models applications (continued…)

Regression models

Klier and McMillen (2008) D-O, conditional logit model for American auto supplier 
plants

Ellison, Glaeser, and Kerr, 
(2010)

D-O and EG and Marshallian agglomeration forces in 
US industries

Alfaro and Chen (2014) D-O and EG and agglomeration forces in multinationals 
firms

Arbia (2001) Krugman’s (1991) firm demography model for San Ma-
rino Republic

Arbia et al. (2015) Firm demography processes and spatial interactions in 
Trento (Italy)

Sweeney and Gómez-Antonio 
(2016) Gibbs models for electronic industry in Madrid (Spain)

Gómez-Antonio and Sweeney 
(2018)

Gibbs models and the role of public goods in electronic 
industry in Madrid (Spain)

on developing new functions or extensions that share the limitations 
of case-control strategies. Some of the approaches have been extended 
to explicitly take into account the concentration of a few firms of a 
considerable size by incorporating the number of employees into the 
clustering metric instead of just the number of plants. Establishments 
are the principal units among which externalities-inducing interactions 
are likely to occur, implying that the more enterprises in a given area, the 
more likely they are to enjoy positive externalities based on co-location. 
As the concept of localization economies deals with external economies 
of scale, when introducing employment weights, internal and external 
scale economies are conflated.

Case control methods are very useful to detect the cluster scope 
but say nothing about the causes of the departure from randomness. 
Understanding cluster determinants remains crucial and case-control 
approaches, either explicitly or implicitly, aim to distinguish join local-
ization from colocation (first-order from second-order concentration). 
This distinction is of extreme importance because allows to better un-
derstanding location process and, therefore, to implement policies that 
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help firms providing the type of environment that is needed (spatial 
characteristics, specialized services, access to the same type of inputs, 
infrastructures…). Some of the research questions in the analysis of 
behavioral factors and relocation remain unresolved.

Public policy evaluation processes can benefit from the use of meas-
ures such as Gibbs models constitute a promising research line. Gibbs 
models allow the identification of the sources that explain clusters and 
are flexible enough to avoid confounding results. Their specific advantage 
is that they provide a regression framework that takes point-referenced 
data as unit of observation. Therefore, Gibbs models yield a far richer 
set of results than prior methods.

Summing up, the choice among the methods may well depend on the 
research question to be addressed, since as shown in Kopczewska (2017) 
and in Scholl and Brenner (2016) these measures are complementary 
and combined applications of them are meaningful. 
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