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The use of ChatGPT in scientific publishing
O uso do ChatGPT na publicação científica
Paulo José Fortes Villas Boasa  , José Vitor Polachini do Valle Villas Boasb  
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as long as the original work is correctly cited.

Abstract
The use of Generative Pretrained Transformer (ChatGPT), an artificial intelligence tool, for 
writing scientific articles has been reason for discussion by the academic community ever 
since its launch in late 2022. This artificial intelligence technology is becoming capable of 
generating fluent language, and distinguishing between text produced by ChatGPT and that 
written by people is becoming increasingly difficult. Here, we will present some topics to be 
discussed: (1) ensuring human verification; (2) establishing accountability rules; (3) avoiding 
the automatization of scientific production; (4) favoring truly open-source large language 
models (LLMs); (5) embracing the benefits of artificial intelligence; and (6) broadening the 
debate. With the emergence of these technologies, it is crucial to regulate, with continuous 
updates, the development and responsible use of LLMs with integrity, transparency, and honesty 
in research, along with scientists from various areas of knowledge, technology companies, 
large research funding bodies, science academies and universities, editors, non-governmental 
organizations, and law experts.
Keywords: artificial intelligence; research; authorship; ethics in scientific publishing.

Resumo
O uso do Generative Pretrained Transformer (ChatGPT), ferramenta de inteligência artificial, 
na redação de artigos científicos, tem sido motivo de discussão pela comunidade acadêmica 
desde seu lançamento, no fim de 2022. Essa tecnologia de inteligência artificial está ganhando 
a capacidade de gerar linguagem fluente, sendo cada vez mais difícil distingui-la dos textos 
escritos por pessoas. Serão apresentados alguns aspectos para serem debatidos: (1) assegurar 
a verificação humana; (2) desenvolver regras de responsabilidade; (3) evitar a automatização 
da produção científica; (4) dar preferência a grandes modelos de linguagem verdadeiramente 
(LLMs) abertos; (5) abraçar os benefícios da IA; e (6) ampliar o debate. Com o surgimento 
dessas tecnologias, faz-se necessário regulamentar, com atualização contínua, o desenvolvimento 
e o uso responsável dos LLMs com integridade, transparência e honestidade na pesquisa, com 
participação de cientistas de diversas disciplinas, empresas de tecnologia, grandes financiadores 
de pesquisas, academias de ciências e universidades, editores, organizações não governamentais 
(ONGs) e especialistas jurídicos.
Palavras-chave: inteligência artificial; pesquisa; autoria; ética na publicação científica.
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Artificial intelligence (AI) has been a subject of discussion 
by the academic community owing to the possibility of using 
Generative Pretrained Transformer (ChatGPT) for writing 
scientific articles.

ChatGPT was launched in open access in late 2022 by 
Open AI, a North American nonprofit company (https://
openai.com/blog/chatgpt). It is a technology named chat-
bot, a language classified as large language models (LLMs), 
trained on a large dataset of manuscripts. Its possible uses 
include generating texts that are similar to those produced 
by humans and computer codes, as well as editing articles, 
even formulating answers.1

In science, it is capable of generating fluent language, pro-
ducing phrases that are hard to distinguish from those writ-
ten by humans. In late 2022, Nature journal informed that 
scientists were already using chatbots as research assistants 
for organizing their thoughts and summarizing the scien-
tific literature.2

Scientific journals such as Nature and JAMA, accord-
ing to the principles of research (transparency in methods 
and integrity and honesty by the authors), limited the use of 
ChatGPT.3.4 Based on these requisites, considered essential 
for science to move forward, research should be open and 
transparent on its methods and evidence, regardless of the 
methodology used. The editors should inquire if the trans-
parency and reliability of the knowledge-generating process 
were maintained or if the authors used software that func-
tions in a non-transparent manner.3

A currently questioned aspect is whether the editors 
can notice that a submitted text was generated by LLMs. 
At this moment, the answer to this question is “maybe,” 
as this is distinguishable after careful inspection, espe-
cially when related to scientific publications. This hap-
pens because LLMs operate via word patterns based on 
statistical associations of databases; another aspect is the 
absence of citations in the generated documents. This will 
probably be overcome soon with the incorporation of ref-
erence citation tools.3

Another issue is whether ChatGPT can be considered 
an author. The current AI chatbots are still at the level of 
search engines. According to the International Committee 
of Medical Journal Editors (ICMJE), manuscript authorship 
must be based on four criteria:5

•	 Substantial contributions to the conception or design 
of the work.

•	 Drafting or critically reviewing the study.
•	 Final approval of the version to be published.
•	 Agreement to be accountable for all aspects related 

to the accuracy and integrity of the manuscript.

LLMs cannot take responsibility for their writing and 
therefore cannot be considered authors from the viewpoint of 
research ethics.6.7 This is the position of the World Association 
of Medical Editors (WAME). In May 2023, WAME rec-
ommended that chatbots cannot be authors, as they cannot 
approve the final version to be published or be accountable 
for aspects of the work,8 highlighting that authors are respon-
sible for the material provided to the manuscript by the chat-
bot, including the absence of plagiarism and original sources.

In ethical matters, one should consider the risk of plagia-
rism and imprecisions, in addition to a possible unbalance in 
accessibility in high- and low-income countries if the software 
becomes paid.9 Another ethical aspect — and a challenge to 
the use of AI — concerns ageism, defined as the situation 
where age is used to categorize and divide people so as to 
cause harm, disadvantages, and injustice, and erode solidar-
ity across generations.10 This prejudice can also be replicated 
by ChatGPT in scientific publications.11 This aspect is not 
clear and should be the object of future scientific research.

These AI tools will probably revolutionize research prac-
tices and publication, creating opportunities, accelerating 
the innovation process, reducing time to publication and, as 
they help people write fluently, make science more egalitar-
ian and increase diversity in scientific perspectives. On the 
other hand, they may negatively influence research quality and 
transparency and affect the autonomy of human researchers.

Another negative aspect concerns the fact that ChatGPT 
frequently produces incorrect texts. According to Sam Altman, 
chief executive officer at OpenAI, ChatGPT is incredibly 
limited, but sufficiently good at some tasks to create a mis-
leading impression of greatness,12 being capable of distorting 
scientific facts and spread misinformation.13

The use of this technology is inevitable, and banning it 
will not respond to the questioning raised here; the scientific 
community should discuss its implications, and we suggest 
some points to this debate:13

1.	 Ensuring human verification:
Supposing researchers use AI in their publications, veri-

fication and checking should be indispensable and strict. For 
this, journals should include human verification or even ban 
certain applications that use this technology.

2.	 Establishing accountability rules:
The authors should remain accountable for scientific prac-

tice. As the current detection methods will probably soon be 
overcome by advanced AI technologies, editors should ask 
the authors to attest that publication policies were observed. 
Author contribution statements and acknowledgments in 
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research works should clearly state whether AI technologies 
were used and in which phase of the study, allowing editors 
and reviewers to examine manuscripts more thoroughly in 
search of biases, imprecisions, and miscrediting. This way, sci-
entific journals shall be transparent about the use of LLMs 
for selecting manuscripts submitted for publication.

3.	 Avoiding the automatization of scientific production:
The automatization of scientific writing is among the risks 

of LLMs, excluding the human dimension. ChatGPT does 
not produce anything; it only reproduces what it can abstract 
from the wide network. Nevertheless, its use can speed up 
the process of scientific discovery, generating hypotheses or 
ideas for experiments, discovering patterns and connections 
between existing data, and helping to identify gaps in the 
existing knowledge.

With increased processing speed and capacity, AI could thus 
be responsible for more mechanical and laborious tasks which 
require time from a researcher, such as drafting results. If the sci-
entist is the thinking mind, AI would participate as the workforce.

4.	 Favoring truly open-source LLMs:
Overall, next-generation AI technologies belong to a 

small number of technology companies; OpenAI, for exam-
ple, is largely funded by Microsoft. These shares will lead to 
a monopoly in search engines and text processors, raising 
considerable ethical concerns.

The lack of transparency, as the subjacent training datasets 
and LLMs for ChatGPT and its predecessors are not public, goes 
against the open science and transparency movement, hinder-
ing the discovery of gaps or the origin of chatbot knowledge.14

The development and implementation of open-source 
AI technology must be prioritized, with investments in non-
profit projects by non-commercial entities such as universities, 
government scientific funding bodies, NGOs, entities such 
as the United Nations, and tech giants. These partnerships 
should help in the development of advanced, open-source 
AI technologies which are transparent and democratically 
controlled, enabling the disruption of the hegemony of large 
technology companies and making knowledge acquisition 
and production more accessible.

5.	 Embracing the benefits of AI:
Chatbots reduce the time for concluding tasks and pub-

lishing research results, freeing academics up for new proj-
ects and thus accelerating innovation with advances in var-
ious scientific fields.

AI has great potential as long as the current problems 
related to biases and imprecisions are solved, promoting the 

validity and reliability of LLMs and allowing researchers to 
properly use this technology for scientific writing.

Therefore, it is vital to discuss the potential conflict 
between the acceleration of knowledge production and the 
reduction in human participation and autonomy generated 
by the use of this tool in the research process.

6.	 Broadening the debate:
Given the disruptive potential of LLMs, the scientific 

community should urgently organize a comprehensive debate.
Authors recommend that research groups discuss 

and use ChatGPT in the stages of scientific produc-
tion.7.13 In this initial phase, in the absence of any reg-
ulation, the scientific community should determine its 
use with ethics, honesty, integrity, and transparency. All 
those involved should be reminded that they will be held 
accountable for their works, whether these are generated 
with ChatGPT or not.

In this discussion, approaching implications on diversity 
and inequalities in research is a fundamental issue. LLMs can 
level up scientific writing, removing language barriers and 
enabling more people to write high-quality texts. However, 
there is a possibility that high-income countries and priv-
ileged researchers rapidly find ways to explore LLMs in 
order to speed up their own research, increasing inequali-
ties. Therefore, the debates should include underrepresented 
groups and communities affected by the research in order to 
use their experiences as an important resource.

In conclusion, people’s creativity and originality, edu-
cation, training, and productive interactions will probably 
remain essential for relevant and innovative scientific writing.

International regulation is needed, with continuous updates 
on the development and responsible use of LLMs with integ-
rity, transparency, and honesty in scientific research and writ-
ing. This discussion should include scientists from different 
areas, technology companies, research funding bodies, science 
academies and universities, editors, NGOs, and law experts.
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