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We report research investigating the role of mental models in deduction. The first study deals with conjunctive inferences (from one conjunction and two conditional premises) and disjunctive inferences (from one disjunction and the same two conditionals). The second study examines reasoning from multiple conditionals such as: If e then b; If a then b; If b then c. What follows between a and c? The third study addresses reasoning from different sorts of conditional assertions, including conditionals based on if then, only if, and unless. The paper also presents research on figural effects in syllogistic reasoning, on the effects of structure and believability in reasoning from double conditionals, and on reasoning from factual, counterfactual, and semifactual conditionals. The findings of these studies support the model theory, pose some difficulties for rule theories, and show the influence on reasoning of the linguistic structure and the semantic content of problems.
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We report research investigating the role of mental models in deduction. The first study deals with conjunctive inferences (formadas a partir de una conjunción y dos condicionales) and disyuntivas (formadas a partir de una disyunción y los mismos dos condicionales). El segundo estudio examina la construcción e integración de modelos y el razonamiento a partir de problemas de condicionales múltiples como: Si e, entonces b; Si a, entonces b; Si b, entonces c. ¿Qué se puede concluir entre a y b? El tercer estudio aborda la representación y el razonamiento a partir de los condicionales con a menos que y su comparación con los condicionales formulados mediante si, entonces; sólo si; y a menos que. Por último, brevemente, se presenta la investigación llevada a cabo sobre el efecto de la figura en el razonamiento silogístico, el efecto de la estructura y la credibilidad en los condicionales dobles, y las diferencias en el razonamiento entre los condicionales fácticos, contrafácticos y semifácticos. Los resultados de estos estudios apoyan la teoría de los modelos mentales, plantean dificultades a las teorías de reglas y ponen de manifiesto la influencia sobre el razonamiento de la formulación lingüística, la estructura y el contenido semántico de los problemas.
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Deductive reasoning is a mental process that leads from a set of premises to a valid conclusion, i.e., to a conclusion that must be true if the premises are true. As in other fields of human cognition, the study of deduction has grown exponentially during the last 35 years. Hence, the psychology of reasoning now provides a more precise and detailed knowledge about human deductive ability and its limitations in different deductive inferences than it did three decades ago (e.g., see Evans & Over, 1996). Unlike other areas of cognition, however, the increase in the research into deductive inference has not led to a concomitant growth in theoretical approaches. The deliberate search for “unified theories” has prevented the proliferation of mini-theories of specific experimental paradigms. Hence, current studies can be considered within the framework of two main sorts of theory: theories based on formal rules of inference akin to those of logic (henceforth, rule theories) and theories based on mental models (henceforth, model theories). There are other theories of deductive reasoning, but they do have a narrower purview. In this article, we report some studies carried out by our research group in order to investigate the model theory. But, before we describe our research, we outline the two sorts of theory, because our experiments examine their contrasting predictions.

Rule theories have a long history going back to Piaget, and before him to the nineteenth century logician, George Boole. Recent rule theories follow their lead in postulating that human reasoning depends on formal rules of inference akin to those of logic (Braine, 1978; Braine & O’Brien, 1991; Rips, 1983, 1994). These tacit rules are used to develop a mental proof that a conclusion follows from the premises, and each step in the proof depends on a formal rule, that is, a rule that allows symbols to be rewritten solely in virtue of their form, not their content. As an example, consider the following inference:

If Carlos is in Salamanca, then Elisa is in Albacete.
Carlos is in Salamanca.
Therefore, Elisa is in Albacete.

According to rule theories, reasoners extract the underlying logical form of the premises:

If \( p \) then \( q \).
\( p \).
Therefore, \( q \).

They search their repertory of formal rules for one that can be applied to this logical form. The theories postulate the existence of well-known formal rule known as Modus Ponens (MP), which matches the form above. And so, there is a proof in a single step that the conclusion follows from the premises (Braine & O’Brien, 1991; Rips, 1983, 1994). It is a fact that from any set of premises infinitely many valid conclusions follow, though most of them are trivial. Hence, all of the following conclusions follow:

If \( p \) then \( q \).
\( p \).
Therefore, \( p \).

Therefore, \( p \) or \( r \), or both.
Therefore, \( p \) or \( r \) or \( s \), or all.
And so on.

Only a logician or an insane individual is likely to draw such conclusions, but they are valid, that is, they are true granted that the premises are true. One difficulty for rule theories is therefore to determine which particular conclusion individuals tend to draw. The theories accordingly tend to be framed in order to evaluate given conclusions rather than to account for the conclusions that individuals draw spontaneously.

The principal prediction of rule theories is that the difficulty of an inference depends on the number of inferential steps (each depending on a rule of inference) needed to draw the conclusion. The theories also allow, however, that the availability of a rule and the difficulty of applying it affect the difficulty of inferences. But, the theories rely on post hoc estimates of this factor from data gathered from experimental participants. In the case of the preceding example, the inference should be very easy because its derivation depends on a single step using a simple rule of inference.

Mental model theories postulate that human beings reason, not on the basis of form, but on the basis of content. They can construct mental models of situations both when they perceive a real event and when they understand discourse. The mental processes underlying reasoning are therefore semantic, not syntactic (Johnson-Laird, 1983, 2000; Johnson-Laird & Byrne, 1991; Polk & Newell, 1995). The first step is to understand the meaning of the premises. The second step is to use this understanding, knowledge of the particular situation, and any pertinent general knowledge, to construct a mental model of each of the possibilities compatible with the premises. The third step is to formulate a conclusion based on these models—a conclusion that makes explicit in a parsimonious way something that was not asserted in any premise, or, if there is a given conclusion, to evaluate this conclusion with respect to the models.

The theory of mental models to which we adhere is based on three main assumptions (see Johnson-Laird, 2000). The first assumption relates possibilities, which lie at the heart of the theory, to models:

1. Each mental model represents a possibility. The model captures what is common to the different ways in which the possibility might occur.

An exclusive disjunction, such as:

\[ \neg \Delta \]

where each line denotes a separate mental model, and the symbol “\( \neg \)” denotes negation and so “\( \neg \Delta \)” denotes that there is not a triangle. Individuals list these two possibilities when they are asked to state what is possible given the
assertion. Models can represent relations among three-
dimensional entities or abstract entities; they can be static
or kinematic. They underlie visual images, though many
components of models are not visualizable.

The second principle concerns the structure of mental
models, which is akin to the structure of a picture or diagram:

2. A mental model is iconic; that is, its parts correspond to
the parts of what it represents, and its structure
corresponds to the structure of the possibility.

A major advantage of such a representation is that the
inspection of an iconic representation reveals truths over
and above those of the propositions that were used in its
construction (Johnson-Laird, 1983, p. 136). Consider, for
example, the following problem (from Byrne & Johnson-
Laird, 1989):

The cup is on the right of the spoon.
The plate is on the left of the spoon.
The knife is in front of the cup.
The fork is in front of the plate.
What’s the relation between the fork and the knife?

The premises call for the model:
plate spoon cup
fork knife

which represents the entities as though they were arranged
symmetrically on top of a table. The model yields the answer
to the question:

The fork is on the left of the knife.

Hence, the iconic nature of the model yields a conclusion
over and above the propositions used in constructing the
model. This aspect of models contrasts with a representation
based, say, on expressions in formal logic. The mere
inspection of such a representation would yield no more
than an inspection of the list of premises above. The iconic
nature of models also yields a plausible prediction. When
a description is consistent with more than one possibility,
it calls for more than one model, and the task of making an
inference is reliably harder (Byrne & Johnson-Laird, 1989).

In order to reduce the processing load on working
memory, mental models conform to a third principle:

3. The principle of truth: mental models represent what
is true according to the premises, but by default not what
is false.

This principle applies at two levels. At one level,
mental models represent only the possibilities that are true
given a premise, as do the models of the disjunction above.
At a lower level, however, a model represents a clause in
the premises only when it is true in the possibility. Again,
in the preceding example, the first model represents
explicitly what is true in that possibility, that is, there is
a circle, but it does not represent explicitly what is false,
that is, it is false that there is not a triangle, and so there
is a triangle. Likewise, the second model represents
explicitly that it is true that there is not a triangle, but it
does not represent that it is false that there is a circle. The
principle of truth postulates that individuals by default do
not represent what is false. But, there are exceptions that
overrule the principle. The theory postulates that
information about what is false is held briefly in the
working memory in the form of a mental footnote. If
individuals retain these footnotes, they can construct fully
explicit models of assertions. They can accordingly flesh
out their mental models of the exclusive disjunction into
the following fully explicit models:

\[
\begin{array}{c}
O \\
\neg O \\
\neg O \\
\end{array}
\]

These models represent in a fully explicit way the two
possibilities referred to by the previous exclusive disjunction,
and, as they illustrate, a true affirmative is used to represent
a false negative proposition and a true negation is used to
represent a false affirmative proposition. Yet, the principle
of truth is the norm. It yields models that are parsimonious,
because they do not represent what is false.

A conjunction, such as:

There is a triangle and a circle

yields a single mental model, corresponding to the single
possibility compatible with the assertion:

\[
\begin{array}{c}
O \\
\neg O \\
\neg O \\
\end{array}
\]

A conditional assertion, such as:

If there is a circle, then there is a triangle

has two models:

\[
\begin{array}{c}
O \\
\neg O \\
\neg O \\
\end{array}
\]

The first model represents the possibility in which the
conditional’s antecedent (there is a circle) and its consequent
(there is a triangle) are both true. The second model,
represented by the ellipsis, is a place-holder with no explicit
content, which represents the possibilities in which the
antecedent is false. Johnson-Laird and Byrne (1991) adopted
a cumbersome notation to represent the footnotes on such
a model, but later introduced a more efficient representation
in a computer implementation of the theory, which makes
footnotes on mental models to indicate what is false in
them. The implicit model is what distinguishes the mental
models of conditionals from the mental models of
conjunctions.

Individuals who retain the mental models can flesh out
their representation into fully explicit models, corresponding
either to those of a biconditional (if there is a circle then
there is a triangle, and if there isn’t a circle then there isn’t
a triangle):

\[
\begin{array}{c}
O \\
\neg O \\
\neg O \\
\end{array}
\]

or to those of a regular conditional (if there is a circle then
there is a triangle and if there isn’t a circle then there may,
or may not, be a triangle):

\[
\begin{array}{c}
O \\
\neg O \\
\neg O \\
\end{array}
\]

Table 1 presents the mental models and the fully
explicit models of propositions formed from the set of
sentential connectives playing a major role in deductive reasoning. The conditional and biconditional propositions share the same mental models, but their mental footnotes differ and accordingly yield different fully explicit models. Mental models can represent discourse about real, hypothetical, or imaginary situations, and they can represent knowledge in long-term memory. But, the topic of the present paper is their role in deductive reasoning. If a conclusion holds in all the models of the premises, that is, it has no counterexamples, it is necessary given the premises. If it holds in a proportion of models, its probability is equal to that proportion, granted that the models represent equiprobable alternatives. If it holds in at least one model, it is possible given the premises. And if it holds in none of the models, it is impossible given the premises. The theory therefore unifies deductive reasoning about necessity, probability, and possibility (Johnson-Laird, 2000).

The model theory makes predictions about the four traditional forms of inference based on conditionals (Evans, 1993; Johnson-Laird & Byrne, 1991):

- If p then q, p, therefore, q. (modus ponens: MP)
- If p then q, not-q, therefore, not-p. (modus tollens: MT)
- If p then q, q, therefore, p. (affirming the consequent premise: AC)
- If p then q, not-p, therefore, not-q. (denying the antecedent premise: DA)

With MP, the situation represented in categorical premise, p, corresponds to the first model of the conditional, which yields the conclusion, q, and so the inference should be easy. MT is another valid inference. Its categorical premise eliminates the explicit model of the conditional, and so it may seem that no valid conclusion can be drawn (a common response). But, if reasoners succeed in constructing fully explicit models, either of a biconditional or a regular conditional, the categorical eliminates all but the model: ¬ p ¬ q, and so the correct conclusion can be drawn. MT should be more difficult than MP, because it calls for the extra cognitive work of fleshing out the models and of holding them in working memory. AC and DA are valid for a biconditional interpretation, but invalid for a regular conditional interpretation. As Table 1 shows, the conditional interpretation allows the fully explicit possibility of: ¬ p q, which refutes both inferences. But, reasoners may draw the AC conclusion from the single explicit mental model of the conditional, whereas they cannot draw the DA conclusion from the mental models of the conditional. It follows that AC should be more frequent than DA.

MP is easier than MT, and both rule theories and the model theory account for the difference. But, Girotto, Mazzoco, and Tasso (1997) used the model theory to predict a surprising result. MT is easier when the categorical premise is presented first than when it is presented second. Presented first, it provides an initial negative model:

\[ \neg q \]

so that reasoners should be more likely to flesh out their models of the conditional to include the cases where the antecedent is false. Byrne and Tasso (1999) used the model theory to predict another surprising result. MT is drawn more often from counterfactual than from factual conditionals. A counterfactual of the form, \( \text{If } p \text{ had happened then } q \text{ would have happened} \), calls for models of both the counterfactual situation (p q) and the factual

<table>
<thead>
<tr>
<th>Connective</th>
<th>Mental models</th>
<th>Fully explicit models</th>
</tr>
</thead>
<tbody>
<tr>
<td>p and q</td>
<td>p q</td>
<td>p q</td>
</tr>
<tr>
<td>p or else q</td>
<td>p q ¬ q</td>
<td>¬ p</td>
</tr>
<tr>
<td>p or q, or both</td>
<td>p q</td>
<td>¬ p q</td>
</tr>
<tr>
<td>If p then q</td>
<td>p q</td>
<td>¬ p q</td>
</tr>
<tr>
<td>If and only if p then q</td>
<td>p q</td>
<td>¬ p q</td>
</tr>
</tbody>
</table>

Note. The fully explicit models represent clauses that are false using negations that are true: “¬” denotes negation, and “…” denotes a wholly implicit model. Each line represents a model of a possibility.
situation (¬p ¬q) that the conditional presupposes. Formal rule theories predict neither phenomena.

A major prediction of the model theory is that the more models that reasoners have to construct, the more difficult the task should be. It should take longer and be more prone to error. This and other predictions have had an impact on research. But, the theory has also been much criticized (see number 16 of Behavioral and Brain Sciences, 1993; and Johnson-Laird, 2000, for a brief review of the most recent criticisms). One criticism is that the model theory is vague, untestable, and indistinguishable from theories based on formal rules of inference. Another criticism is that the theory has yet to give an account of the semantic content of the propositions. One aim of the present studies is to refute these criticisms. To that end, we report three main experiments, which concern respectively the difference between reasoning with conjunctions and reasoning with disjunctions, the integration of models of multiple conditionals, and reasoning from conditionals couched using unless. We also briefly present three other studies.

Propositional Reasoning:
Conjunctions and Disjunctions

Rule and model theories explain deductive reasoning in different ways, but both sorts of theory are able to account for many of the principal results in propositional reasoning, i.e., reasoning that hinges on the logical properties of such sentential connectives as if, and, and or. Hence, the crucial evidence concerns differences between the predictions of the two sorts of theory. A relevant study is Rips (1990, 1994) because it examined problems for which the predictions of theories diverge. As Table 2 shows, each problem in this study has three premises.

The first premise is either a conjunction or a disjunction, and the remaining premises are conditionals. The participants in the study had to evaluate whether or not the given conclusion was necessary, responding either “Yes”, or else “No.” According to the model theory, problem (1) calls for a single mental model of the first premise (a conjunction), and then the meaning of the two conditionals can be integrated to yield the single model:

\[ p \quad q \quad r \]

This model yields the conclusion, R, which is necessary because it holds in all the models –in this case, the single model– of the premises. In contrast, problem (2) calls for at least two mental models of the first premise (a disjunction), and the meanings of the two conditionals allow this model to be updated as follows:

\[ p \quad r \quad q \quad r \]

The same valid conclusion, R, follows, but the task should be harder because reasoners have to construct and to hold in working memory at least two models of the premises. The process of constructing mental models from such premises has been implemented in a computer program. The program also yields the fully explicit models of the premises, which for the present problem are:

\[ p \quad \neg q \quad r \]
\[ \neg p \quad q \quad r \]

Because more models imply more work, the theory accordingly predicts that problem (1) should be harder than problem (2), which calls for at least two models. The theory makes the same prediction for problems (1’) and (2’). In sum, the conjunctive inferences should be easier than disjunctive ones.

According to rule theories, the conjunctive problems call for the application of two rules drawn from the basic set of inference schemas posed by the main theories (Braine, 1990;

<table>
<thead>
<tr>
<th>Inferences</th>
<th>Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-model problems</td>
<td>1.</td>
</tr>
<tr>
<td>p and q</td>
<td>Not-p and not-q</td>
</tr>
<tr>
<td>If p then r</td>
<td>If not-p then r</td>
</tr>
<tr>
<td>If q then r</td>
<td>If not-q then r</td>
</tr>
<tr>
<td>r</td>
<td>r</td>
</tr>
<tr>
<td>Multiple-model problems</td>
<td>2.</td>
</tr>
<tr>
<td>p or q</td>
<td>Not-p or not-q</td>
</tr>
<tr>
<td>If p then r</td>
<td>If not-p then r</td>
</tr>
<tr>
<td>If q then r</td>
<td>If not-q then r</td>
</tr>
<tr>
<td>r</td>
<td>r</td>
</tr>
</tbody>
</table>

Table 2
The Problems Used in Rips (1990), and PSYCOP’s Rules (Rips, 1994) to Solve Them
Braine, Reiser, & Rumain, 1984; Rips 1983, 1994). For instance, in Rips’s (1994) most recent PSYCOP (short for Psychology of Proof) system for logical reasoning, reasoners need to apply the forward AND and IF elimination rules (see Table 2). But, for the disjunctive problems, the rule theories postulate a single rule that allows the valid conclusion to be reached directly, that is, the Forward Dilemma rule. You might suppose that the rule theories make the opposite prediction to the model theory, because the conjunctive problems call for the application of two rules whereas the disjunctive problems call for the application of only one rule. However, according to Rips (1994), the Dilemma rule is “somehow harder” to apply: It calls for the coordination of three premises, whereas the rules to be applied to the conjunctive inferences call only for the coordination of one or two premises. Rips accordingly concludes: “There is no reason to think that one of these methods should be much easier than the other” (Rips, 1994, pp. 368-369). In other words, he argues that PSYCOP does not predict any difference in difficulty between the two sorts of problem. Rips (1990) found no significant difference between conjunctive and disjunctive problems. The difference between negative conjunctive and negative disjunctive problems, however, was in the direction predicted by the model theory, even though it was only marginally significant ($p < .10$). Rips (1990) accordingly took the results to corroborate his PSYCOP theory.

In a series of experiments, the present authors re-examined the conjunctive and disjunctive inferences (García-Madruga, Moreno, Carriedo, Gutiérrez, & Johnson-Laird, 2001). Experiment 1 compared inferences in which the participants evaluated given conclusions, as in Rips’s (1990) original task, with inferences in which the participants drew their own conclusions from the premises. Rule theories do not predict any significant difference between the two tasks, because reasoners should use the same rules in both of them. But the model theory predicts that the reasoners’ strategies are likely to differ between the two tasks. In the evaluation task, the reasoners can work backwards from the given conclusion. But, in the construction task, there is no given conclusion, and so this strategy cannot be used. Reasoners must generate a conclusion. It follows that the constructive task should be harder than the evaluative task. (A more detailed analysis of the possible strategies is presented in García-Madruga, Moreno Ríos, Carriedo, & Gutiérrez., 1999; García-Madruga et al., 2001).

Experiment 2 was a replication of the previous experiment, except that the premises were presented in a different order: The two conditional premises occurred before the conjunctive or disjunctive premise, which was presented last. According to the rule theories, this change should have no effect on performance. But, according to the model theory, when the two conditional premises occur first, they call for the models:

$$p \quad r$$

$$q \quad r$$

.$$\ldots$$

And these models preoccupy working memory during the processing of the third premise, and so the difference between the conjunctive and the disjunctive problems should be enhanced. The prediction is analogous to the effect of order on MT, where the inference should be harder when the conditional occurs first than when it occurs second (Legrenzi, Girotto, & Johnson-Laird, 1993, and for an experimental corroboration Girotto, Mazzocco, & Tasso, 1997).

Table 3 presents the results of Experiments 1 and 2. In Experiment 1, the evaluation task did not yield any difference between the conjunctive and disjunctive problems. It therefore replicated Rips’s (1990) results. But the constructive task showed that the conjunctive problems yielded a significantly greater percentage of correct conclusions, both for the affirmative and the negative problems (Wilcoxon tests, $z = 2.24, p = .02$, one-tailed, and $z = 2.35, p < .01$, one-tailed, respectively). As the table shows, the conjunctive problems are at ceiling in both conditions, whereas the disjunctive problems show poorer performance in the constructive condition. In Experiment 2, the presentation of the conditionals before the conjunction or disjunction did not have a dramatic effect on overall difficulty (at least in comparison with Experiment 1—a comparison that is not strictly valid, because it is between two different

<table>
<thead>
<tr>
<th></th>
<th>% Correct Affirmative Problems</th>
<th>% Correct Negative Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rips’s Order Experiment 1</td>
<td>Inverse Order Experiment 2</td>
</tr>
<tr>
<td>Conjunctional</td>
<td>Evaluation</td>
<td>Construction</td>
</tr>
<tr>
<td></td>
<td>94.2 (89.2)</td>
<td>97.4</td>
</tr>
<tr>
<td>Disjunctional</td>
<td>Evaluation</td>
<td>Construction</td>
</tr>
<tr>
<td></td>
<td>86.5 (89.2)</td>
<td>76.9</td>
</tr>
</tbody>
</table>

Note. Results obtained by Rips (1990) are in brackets.
experiments). But, in this case, the conjunctive problems were significantly easier than the disjunctive problems both in the evaluation task and the construction task. In all the groups, the differences were significant both for affirmative and negative problems (Wilcoxon tests with \( p \) values ranging from \( p < .05 \) to \( p < .005 \)).

Experiment 3 made a direct comparison of the two orders of presenting the premises in an evaluation task. Unlike the previous experiments, the premises were presented one at a time on a computer screen, and we recorded both the times to read the premises, and the latencies of the participants’ responses to the given conclusions. Table 4 presents the results. The overall times to process the problems were faster for the conjunctive problems than for the disjunctive problems (Wilcoxon test, \( z = 2.07, p = .02 \), one-tailed). Likewise, in general, the times taken to read the premises were faster for conjunctive problems than for disjunctive problems. For the latencies to respond correctly, the premises presented with the conditionals last (Rips's 1990 original order) showed no significant difference between conjunctive and disjunctive problems, but this difference was significant for premises presented with the conditionals first.

In general, the results corroborated the model theory and ran counter to formal rule theories. The conjunctive problems call for the construction of one model, whereas the disjunctive problems call for more than one model. Rule theories predict either absence of differences or differences in the opposite direction. It is noteworthy that no differences in the opposite direction to the predictions of the model theory occurred in any of the studies, and only in the particular conditions of Rips's (1990) original study did the differences fail to reach significance, perhaps because of a ceiling effect. The moral is that there are experiments that distinguish between the predictions of the two theories, and that in the present case they support the model theory.

Models of Multiple Conditionals

Another reasoning task has enabled us to contrast the rule and model theories. In the “multiple conditionals” task, reasoners are given a series of premises that are each a conditional, and they have to draw a conclusion, if possible, interrelating two of the clauses that occur in the premises. In the following example, the three premises yield a direct transitive chain from \( e \) to \( c \):

\[ \text{If } e \text{ then } a \]
\[ \text{If } a \text{ then } b \]
\[ \text{If } b \text{ then } c. \]

What follows between \( a \) and \( c \)? [Answer: If \( a \) then \( c \).]

The following problem is very similar, but has a different initial premise:

\[ \text{If } e \text{ then } a \]
\[ \text{If } a \text{ then } b. \]
\[ \text{If } b \text{ then } c. \]

What follows between \( a \) and \( c \)? [Answer: If \( a \) then \( c \).]

Rule theories predict that the conclusion is drawn in an identical way for the two sorts of problem. Reasoners ignore the first premise, and then use two rules of inference: modus ponens (MP, as described earlier), and the rule of conditional proof, which allows reasoners to make a supposition or assumption, \( P \), and then if they reach a conclusion, \( Q \), to discharge the supposition by drawing a conditional conclusion: \( \text{If } P \text{ then } Q \) (see Braine, 1978; Braine & O'Brien, 1991; Rips, 1983, 1994). The derivation of the conclusion accordingly proceeds as follows for both problems 1 and 2:

\[ a \]
\[ [\text{A supposition, using CP}] \]
\[ b \]
\[ [\text{MP applied to the previous line and the second premise}] \]
\[ c \]
\[ [\text{MP applied to the previous line and the third premise}] \]
\[ [\text{MP applied to the previous line and the second premise}] \]
\[ [\text{Discharging the supposition using CP}] \]

It follows that there should be no reliable difficulty between the two sorts of problem.

In contrast, the model theory predicts that reasoners should construct mental models of the set of premises. For problem 1, they should construct the following sequence of models (as does the computer program implementing the theory), which take into account each successive premise:

First premise: \( e \)
Second premise: \( a \)
Third premise: \( b \)

The final model yields the conclusion: if \( a \) then \( c \). Problem 2, however, calls for the construction of two explicit mental models:

Table 4

<table>
<thead>
<tr>
<th></th>
<th>Premise reading times</th>
<th>Response latencies</th>
<th>Overall times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditionals last</td>
<td>Conjunctive problems</td>
<td>9.52</td>
<td>2.87</td>
</tr>
<tr>
<td></td>
<td>Disjunctive problems</td>
<td>11.62</td>
<td>3.78</td>
</tr>
<tr>
<td>Conditionals first</td>
<td>Conjunctive problems</td>
<td>8.54</td>
<td>3.04</td>
</tr>
<tr>
<td></td>
<td>Disjunctive problems</td>
<td>8.38</td>
<td>6.02</td>
</tr>
</tbody>
</table>
The resulting models yield the same conclusion as before: If a then c. In this case, however, the two explicit mental models place a greater load on working memory, and so the inference should be harder. Once again, the two sorts of theory make different predictions about reasoning.

In order to examine the contrasting predictions of the two theories, we carried out several experiments (Gutiérrez Martínez, García-Madruga, Johnson-Laird, & Carriedo López, 2002). We report one such study, which we refer to here as Experiment 4, in which we used problems similar to the ones above, except that they had four premises instead of three (see Table 5). Problem 3 in the table called for the construction of three explicit mental models, and so the theory predicts that it should be still harder. In order to balance responses, there were also filler items to which the correct response was “nothing follows.” The participants were postgraduates from several universities, and we tested them individually using a computer-implemented procedure (Mac-Laboratory Reaction Time). The participants acted as their own controls and carried out two instances of each problem, working under their own control. The contents of the problems concerned imaginary recipes and referred to meals and cooking ingredients. As Table 5 shows, the rule theory predicts that problem 3 should be easier than the other two problems, because its derivation is shorter. The model theory, however, predicts a trend of increasing difficulty over the three problems: Problem 1 should be easier than problem 2, which in turn should be easier than problem 3.

The one-model problems yielded 90% correct conclusions, the two-model and three-model problems both yielded 72.5% correct conclusions, and the difference between the one-model and the multiple-model problems was significant (Wilcoxon test, \( T = 3, p = .025 \), one-tailed). This pattern of results was typical of the other experiments. It is compatible with the model theory, but quite contrary to the predictions of the rule theories (see the lengths of the formal derivations in Table 5).

Figure 1 presents the reading times for the premises and the mean latencies of response. The reading times for the first and second premises did not differ significantly from one sort of problem to another. The reading time for the third premise, however, was significantly longer for

<table>
<thead>
<tr>
<th>Problems</th>
<th>Formal rules of derivation</th>
<th>Mental models</th>
</tr>
</thead>
<tbody>
<tr>
<td>If e then a.</td>
<td>5 lines:</td>
<td>One mental model:</td>
</tr>
<tr>
<td>If a then b.</td>
<td>a</td>
<td>[Supposition]</td>
</tr>
<tr>
<td>If b then c.</td>
<td>b</td>
<td>[MP]</td>
</tr>
<tr>
<td>If c then d.</td>
<td>c</td>
<td>[MP]</td>
</tr>
<tr>
<td>What follows between a and d? [If a then d.]</td>
<td>If a then d</td>
<td>[CP]</td>
</tr>
</tbody>
</table>

| If e then b. | 5 lines: | Two mental models: |
| If a then b. | a | [Supposition] |
| If b then c. | b | [MP] |
| If c then d. | c | [MP] |
| What follows between a and d? [If a then d.] | If a then d | [CP] |

| If e then b. | 4 lines: | Three mental models: |
| If a then b. | a | [Supposition] |
| If c then h. | b | [MP] |
| If b then d. | d | [MP] |
| What follows between a and d? [If a then d.] | If a then d | [CP] |

Note: The filler problems were invalid versions of problems 2 and 3 in which the question was about two unrelated items (What follows between a and e?). The correct answer was: “Nothing follows.”
the two-model problems than for the other sorts of problem. The reading times for the fourth premise and the response latencies show a trend with one-model problems faster than two-model problems, which in turn are faster than three-model problems. When we combine the reading time of the fourth premise with the latency of response, the results corroborate the effect of number of models: One-model problems (11.99 seconds) were dealt with faster than two-model problems (14.75 seconds; Wilcoxon test, \( T = 14, p < .01, \) one-tailed), which were faster than three-model problems (16.29 seconds; Wilcoxon test, \( T = 20, p = .025, \) one-tailed). This trend was repeated consistently in our other experiments. In sum, the difference caused by the need to process multiple models increases over the premises, which is compatible with the increasing load of multiple models on working memory.

In contrast, rule theories make no specific predictions about the reasoning process: The reasoners’ task is to extract the logical form of the relevant premises, and then to apply formal rules of inference. This task should be slightly easier with three-model problems, because they have a shorter derivation.

The increase in reading time for the third premise in the two-model problems can be attributed to the mental processes that these problems require. With the one-model and three-model problems, the third premise calls only for repeating an operation that has already been performed for the second premise: for the one-model problems, the integration of a new element; and for the three-model problems, the creation of a new model because direct integration is impossible. But, with the two-model problems, a new operation is necessary: The element, \( c \), has to be integrated into the two independent models constructed previously. This multiple integration evidently places a load on working memory. Thereafter, the reading time for the fourth premise and the latency to respond appear to reflect the number of models that have to be held in working memory (see also García-Madruga, Moreno, Carriedo, & Gutiérrez, 2000).

One complication is that different individuals may develop different strategies for coping with these problems. One such strategy, which was formulated by Walter Schaeken (personal communication) for spatial reasoning problems, is that reasoners may not construct all possible models, but instead seek to tag a single model with alternative possibilities. Reasoners know that the fourth premise is that last one before the final question, and so another plausible strategy to minimize the processing load on working memory is to suspend integration until further information about the problem is provided by the question itself (see Gutiérrez, García-Madruga, Carriedo, & Moreno, 2000). These possibilities call for further investigation, particularly studies that call for the participants to think aloud as they reason. Such studies have indeed shown that different individuals develop different strategies (Van der Henst, Yang, & Johnson-Laird, in press).

Mental Models and Four Sorts of Conditional

The study of conditional reasoning has focused on conditionals of the form: if \( p \) then \( q \). Other forms of sentence, however, can be interpreted as conditionals depending on their content and context (Johnson-Laird & Byrne, in press). The “contrapositive” assertion: if not \( q \) then not \( p \), with neutral contents is logically equivalent to if \( p \) then \( q \). The “only if” assertion: \( p \) only if \( q \), with neutral contents is logically equivalent to if \( p \) then \( q \). And the “unless” assertion: not \( p \) unless \( q \), is also logically equivalent to if \( p \) then \( q \). Philosophers have traditionally considered assertions
of the form not p unless q to be semantically equivalent to if not q then not p (e.g., Quine, 1972; Reichenbach, 1947). Geis (1973) argued that a more accurate paraphrase was not p except if q, but Fillenbaum (1976, 1986) argued instead that a more accurate paraphrase was p only if q, because the meaning of both assertions makes the negative possibility more salient. Wright and Hull (1986, 1988) compared not p unless q with if not q then not p in a series of experiments in which p referred to an action and q referred to a condition. Their participants had more difficulty reasoning with unless assertions than with the conditionals. They accordingly concluded that the two sorts of assertion have different mental representations.

According to rule theories, the reasoning process with the four sorts of conditional depends on transforming them, where necessary, into conditionals of the if-then sort (e.g., Braine, 1978). The transformation for only if assertions and for unless assertions yields if not q then not p. Thereafter, the standard rules of inference for conditionals can be applied to these transformations. In contrast, the model theory postulates that only if and unless assertions have two explicit mental models, because their meanings make the negative cases salient (Fillenbaum, 1976, 1986). They differ only in which of the two models is more salient. But, all four assertions have the same fully explicit models corresponding to those for if-then assertions (see Table 1). Table 6 summarizes the mental models and the formal transformations for the four sorts of conditional.

Each of the four sorts of conditional can be paired with an affirmation or denial of a categorical premise in order to yield the four sorts of inference: MP, MT, AC, and DA (see Table 6). Rule theories rely on the same inferential steps for MP, and for MT, regardless of the form of the conditional, and according to their derivations MP should be easier than MT. Similarly, given the mental translation of the propositions, the same prediction should hold for p only if q and not p unless q (see Table 6). The model theory also predicts that MP should be easier than MT for if p then q and if not q then not p. But, p only if q and not p unless q both have two explicit mental models, and these models allow a direct inference of both MP and MT without the need to flesh out into fully explicit models. The consequences are twofold: First, the difference in difficulty between the two inferences should disappear; and second MP should be harder for these assertions than ordinary conditionals, because working memory is preoccupied by two mental models. Both predictions have been corroborated (see Johnson-Laird, Byrne, & Schaeken, 1992; cf. Evans, Clibbens, & Rood, 1995).

In one of their experiments, which we refer to here as Experiment 5, García-Madruga, Carriedo, Moreno, Gutiérrez and Schaeken (2002) examined reasoning with the four sorts of conditional in a response evaluation task. The content of the problems referred to letters on one side of a card and numbers on the other side of the card, for example: If there is an A on one side then there is a 4 on the other side. The experiment was run under computer control. After the participants had read the instructions and carried out some practice trials, the experiment proper began. On each trial, one of the four sorts of conditionals appeared on the computer screen. The participants read the sentence and then pressed the space bar. This response led to the presentation of the categorical premise. When the participants had read it, they pressed the space bar again, and a putative conclusion appeared on the screen. The participants had to decide whether the conclusion was necessarily true given the premises, necessarily false given the premises, or neither, and they made their response by pressing one of three different keys.

Table 7 presents the percentages of responses endorsing the four sorts of inference and the combined latencies to read the categorical premise and to respond. We focus here on two principal results pertinent to the contrast between rule and model theories. First, as the model theory predicts:

<table>
<thead>
<tr>
<th>Conditionals</th>
<th>Mental models</th>
<th>Formal transformations</th>
</tr>
</thead>
<tbody>
<tr>
<td>If p then q</td>
<td>p</td>
<td>q</td>
</tr>
<tr>
<td>If not q then not p</td>
<td>¬q</td>
<td>¬p</td>
</tr>
<tr>
<td>p only if q</td>
<td>p</td>
<td>q</td>
</tr>
<tr>
<td>Not p unless q</td>
<td>¬p</td>
<td>¬q</td>
</tr>
</tbody>
</table>

Table 6
The Mental Models for Four Sorts of Conditional, and the Possible Formal Transformations of the Conditionals According to Braine’s (1978) Rule Theory
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Table 7
The Percentages of Inferences and Their Latencies in Seconds (in Brackets) for Each Sort of Conditional Sentence and Each Form of Inference in Experiment 5: MP, AC, MT, DA

<table>
<thead>
<tr>
<th>Conditional Sentence</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p</td>
</tr>
<tr>
<td></td>
<td>Therefore, q</td>
</tr>
<tr>
<td>If p then q</td>
<td>MP: 98 (2.5)</td>
</tr>
<tr>
<td>If not q then not p</td>
<td>MT: 63 (5.6)</td>
</tr>
<tr>
<td>p only if q</td>
<td>MP: 94 (3.3)</td>
</tr>
<tr>
<td>Not p unless q</td>
<td>MP: 76 (4.2)</td>
</tr>
</tbody>
</table>

Note. MP = Modus Ponens; AC = Affirming the consequent; MT = Modus Tollens; DA = Denying the antecedent.

In a further study, Experiment 6, we examined participants’ reasoning with the same four propositions from the previous experiment but with four different sorts of content (Carriedo, García-Madruga, Gutiérrez, & Moreno, 1999). The first contents were abstract, that is, as in the previous experiment, the assertions referred to letters and numbers on cards, for example:

There isn’t an A on one side unless there is an 1 on the other side.

The second contents were neutral: The assertions referred to the co-occurrence of two events but with no causal relation between them, for example:

I don’t drink wine unless I eat meat.

The third contents were everyday warnings:

Don’t use a welding torch unless you wear protective eye covering

The fourth contents were everyday threats:

Don’t make more spelling mistakes unless you want to repeat the sentence ten times

The participants had to write down their conclusions to the four sorts of inference, or to respond that there was no conclusion.

Table 8 presents the percentages of inferences for the four sorts of contents for the unless assertions. Although MT inferences tended to be easier than MP inferences (except for the arbitrary content), the difference was not significant for any of the contents. There was a similar tendency for AC to be easier than DA, which was significant for the abstract materials (Wilcoxon test, $z = 2.49, p = .02$, two-tailed). Although the matching response to DA inferences occurred for abstract (14%) and neutral contents (8%), it did indeed disappear with the threats and warnings. This phenomenon suggests that the everyday contents helped reasoners to make a proper interpretation of the premises. Finally, the threats yielded a greater proportion of inferences, which suggests that the participants treated them as biconditional, that is, compatible with only two possibilities, and so all four sorts of inference are valid, and there is no possibility of the form: $\neg p \ q$, to block AC and DA.
Three Recent Studies

In this section, we examine three phenomena: the figural effect in syllogistic reasoning, the effects of content on reasoning from two conditional premises ( "double conditionals" ), and reasoning from counterfactual conditionals. In each case, the results are relevant to the theory of mental models.

Figural Effects in Syllogistic Reasoning

Syllogisms are deductive arguments made up of two premises and a conclusion in which each assertion is based on a quantifier, such as all, some, or none. A typical syllogism has the following form:

\[
\text{All the } A \text{ are } B. \\
\text{None of the } B \text{ is } C. \\
\text{Therefore, none of the } A \text{ is } C.
\]

where \( A \) and \( C \) are the end terms and so occur in the conclusion, and \( B \) is the middle-term that occurs in both premises. In the traditional formalization of syllogisms, there are four sorts of assertion known as “moods”:

- **All** \( X \) are **Y**.
- **Some** \( X \) are **Y**.
- **No** \( X \) is **Y**.
- **Some** \( X \) are **not** **Y**.

There are four possible arrangements of the terms in the premises known as “figures”:

- **Figure 1**: \( A - B \), \( B - C \), \( C - B \), \( B - C \)
- **Figure 2**: \( B - A \), \( A - B \), \( A - B \), \( B - A \)
- **Figure 3**: \( A - B \), \( B - C \), \( C - B \), \( B - C \)
- **Figure 4**: \( A - B \), \( B - C \), \( C - B \), \( B - C \)

The figural effect is an effect on the form of conclusions, for example, Figure 1 tends to yield conclusions of the form: \( A - C \), whereas Figure 2 tends to yield conclusions of the form: \( C - A \) (see Dickstein, 1978; García-Madruga, 1982; Johnson-Laird, 1975). For the symmetric figures, 3 and 4, there are also some weaker effects (García-Madruga, 1982; Johnson-Laird & Bara, 1984). According to the model theory, reasoners build a model for each premise and integrate these models, or they can update their model of the first premise with information from the second premise. The direction of the conclusion depends on the position of the end-terms (\( A \) and \( C \)) in the overall model of the premises, which in turn depends on the order in which information enters working memory (Johnson-Laird & Bara, 1984). The model of the premises in Figure 1 is constructed by adding the model of the second premise to the end of the first premise, because the middle terms are adjacent. Hence, the conclusion will tend to be in the \( A - C \) direction. But, in order to make the middle terms adjacent in Figure 2, reasoners must reverse the order of the premises. The resulting model will tend to yield a conclusion in the \( C - A \) direction. It follows, in addition, that inferences in Figure 2 should be more difficult than those in Figure 1, because of the need to consider the premises in their opposite order. This prediction was borne out in an experiment in which we used on-line measures of reading time for the second premise. The results showed that processing the second premise took significantly longer in Figure 2 than in Figure 1 (Espino, Santamaría, & García-Madruga, 2000a).

Espino, Santamaría, and García-Madruga (2000b) carried out a series of experiments using a new technique to measure the mental activation of the terms when the participants read the premises and made inferences from them. Their task was to decide whether or not words had occurred in the formulation of the problem. These words included those that correspond to the terms of the premises: \( A \), \( B \), and \( C \). The time they spent responding to the question about one of the terms indicated its activation or accessibility, and revealed some aspects of its representation in memory during syllogistic reasoning. The most striking result occurred after the participants had read the second premise. For Figure 1 (\( A - B ; B - C \)), the most active term was \( C \), which is the end-term of the second premise and the most recent term to be represented in the model of the premises. In contrast, for Figure 2 (\( B - A ; C - B \)), the most active term was \( A \), which is the end-term of the first
premise, but is the most recent term to be represented in the model granted that the premises are processed in reverse order. The results of this study were the subject of a debate with Mike Oaksford in Thinking and Reasoning (Oaksford, 2001; Santamaría, Espino, & García-Madruga, 2001). But, they corroborate the model theory’s prediction that reasoners tend to consider the premises of syllogisms in Figure 1 in the order in which they are stated, whereas they tend to reverse the order of the premises in Figure 2.

**Logical Structure and Believability in Double Conditionals**

Santamaría, García-Madruga, and Johnson-Laird (1998) examined reasoning from double conditionals such as:

**If Concha studies then she passes the exam.**

**If Concha passes the exam then she finishes the course.**

We manipulated the figure of the premises as in the study of syllogisms, using the four different figures shown in the previous section. We also manipulated the believability of the two forms of putative conditional conclusion. The preceding premises are in the A – B, B – C figure, and the A – C conclusion is valid and believable:

If Concha studies then she finishes the course

whereas the converse conclusion (C – A) is invalid and unbelievable:

If Concha finishes the course then she studies.

With different contents, the same figure yields opposite effects. For example, from the following premises:

If Marta is hungry then she eats an afternoon snack.
If Marta eats an afternoon snack then she has a light dinner.

the A – C conclusion:

If Marta is hungry then she has a light dinner
is valid but unbelievable, whereas the C – A conclusion:

If Marta has a light dinner then she is hungry
is invalid but believable.

We carried out three experiments in which we measured both the validity of the conclusions that the participants drew and the response latencies. Participants drew valid conclusions more often and more rapidly when they were believable than when they were unbelievable. Likewise, inferences in Figure 1 were easier and faster than inferences in Figure 2. Conditionals in Figure 1 (If A then B; If B then C) yield the following mental models:

\[
\begin{align*}
 & \text{a} \quad \text{b} \quad \text{c} \\
\end{align*}
\]

If the explicit model is believable, participants will draw the valid conclusion, If A then C, with no difficulty. But, if the model is unbelievable, some participants will tend to reject it or try to confirm the invalid but believable conclusion, If C then A. Conditionals in Figure 2 (If B then A; If C then B), call for reasoners to construct their mental models starting with the second premise:

\[
\begin{align*}
 & \text{c} \quad \text{b} \quad \text{a} \\
\end{align*}
\]

As the accuracy of the responses and their latencies showed, the process was more difficult and slower.

**Counterfactual conditionals**

Counterfactual conditionals have provided a source of information to evaluate theories of reasoning and of cognitive development (Riggs & Peterson, 2000). According to the model theory (Johnson-Laird & Byrne, 1991), a conditional, such as:

If Carlos had played then the team would have won.

can be interpreted counterfactually, that is, as implying that Carlos did not play and the team did not win, but in the case contrary to the facts in which Carlos had played the team would have won. (Such conditionals also have an interpretation in which the speaker does not know whether or not Carlos played, but asserts that had he played the team would have won.) The counterfactual interpretation calls for two explicit mental models, one representing the facts and the other the counterfactual possibility:

Facts:

 ¬ Carlos played.  ¬ The team won.

Counterfactual possibilities:

Carlos played.  The team won.

These models immediately yield both the MP and the MT inferences, and so once again the normal difference in difficulty between them, which we described earlier, should disappear with counterfactual conditionals. Ruth Byrne and her colleagues corroborated this prediction in an experiment in which the participants drew their own conclusions (Byrne & Tasso, 1999). Moreno-Ríos, García-Madruga, and Byrne (2002) have also replicated the result using an evaluation task. These authors also used a type of conditional known as a semifactual:

If Carlos had played, the team would still have won.

It calls for the following two mental models:

Facts:

 ¬ Carlos played.  The team won.

Counterfactual possibilities:

Carlos played.  The team won.

It is moot point whether any other possibility is compatible with the truth of the assertion, but presumably its truth allows, say, that if Juan had played the team would have lost, and so such possibilities are represented by the implicit model. Table 9 summarizes the mental models for factual, counterfactual, and semifactual conditionals.

The models for the semifactual conditional should impede all the standard conditional inferences except for MP. For example, the premises for MT:

If Carlos had played, the team would still have won.

In fact, the team did not win.

seem almost self-contradictory. They do not permit the conclusion:

Carlos did not play.
because it corresponds to the factual possibility. The truth of the minor premise calls for fleshing out the implicit model and for the introduction of some new factor, such as that Juan played. Hence, the theory predicts that reasoners are more likely to respond that there is no valid conclusion. For DA, the categorical premise Carlos did not play corresponds to the facts of the matter, and reasoners should respond: the team won. This inferences is otiose, however, because it does correspond to the facts of the matter. For AC, the categorical premise the team won is compatible with either of the two mental models, which yield opposing conclusions, and so those participants who keep both models in mind should respond that there is no valid conclusion.

The results of the experiment showed that MP and MT were equally likely to be drawn from a counterfactual conditional, whereas for both factual and semifactual conditionals, MP was much more likely to be drawn than MT. For semifactuals, most responses to MT and AC were that there was no valid conclusion, but reasoners did draw the conclusion from DA corresponding to the facts of the matter. The latencies of the responses replicated the results of the accuracy measure. Likewise, the reading times for the counterfactual and semifactual conditionals were longer than those of the factual conditionals. This latter result fits the assumption that reading counterfactual and semifactual conditionals leads to the construction of two explicit mental models, whereas reading factual conditionals leads to the construction of only one explicit mental model. The same factor accounts for the lower frequency of inferences from counterfactual and semifactual conditionals than from factual conditionals.

Moreno-Ríos and García-Madruga (in press) have replicated the results with semifactual and factual conditionals in a developmental study of four age groups: 7, 11, and 14 year-old children, and adults. The developmental pattern for factual conditionals corroborated the one in the literature (Barrouillet, Grosset, & Lecas, 2000; Delval & Carretero, 1979; Evans, Newstead, & Byrne, 1993): a conjunctive interpretation (one model) in the first years, a subsequent biconditional interpretation (two models), and, lastly, the conditional interpretation (three models) only in older children and adults. The model theory provides a simple explanation of these results: Individuals develop a greater capacity of working memory, and so can flesh out models in the order of their importance. With semifactual conditionals, the participants of all ages showed a lower frequency of acceptance of inferences. But, with increasing age, the children's performance pattern approached that of adults. The youngest children already blocked the MT inference and, somewhat later, they were impeded in DA. Only adolescents were able to block AC, presumably noticing that it led to two incompatible models. These results suggest that young children can build multiple models, but they need a greater working memory capacity to compare the information in the models.

### General Conclusions

Three main conclusions emerge from our studies. The first conclusion is that the results corroborate our extension of the model theory. One change in the theory from its earlier formulation (Johnson-Laird & Byrne, 1991) is the

<table>
<thead>
<tr>
<th>Initial Models</th>
<th>Inferences directly derived from the explicit mental models</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factual</strong></td>
<td></td>
</tr>
<tr>
<td>Fact:</td>
<td>p, q</td>
</tr>
<tr>
<td></td>
<td>. . .</td>
</tr>
<tr>
<td></td>
<td>p; therefore, q.</td>
</tr>
<tr>
<td></td>
<td>q; therefore, p.</td>
</tr>
<tr>
<td></td>
<td>(MP)</td>
</tr>
<tr>
<td></td>
<td>(AC)</td>
</tr>
<tr>
<td><strong>Counterfactual</strong></td>
<td></td>
</tr>
<tr>
<td>Fact:</td>
<td>¬ p, ¬ q</td>
</tr>
<tr>
<td>Counterfact:</td>
<td>p, q</td>
</tr>
<tr>
<td></td>
<td>. . .</td>
</tr>
<tr>
<td></td>
<td>not p; therefore, not q.</td>
</tr>
<tr>
<td></td>
<td>not q; therefore, not p.</td>
</tr>
<tr>
<td></td>
<td>(DA)</td>
</tr>
<tr>
<td></td>
<td>(MT)</td>
</tr>
<tr>
<td></td>
<td>p; therefore, q.</td>
</tr>
<tr>
<td></td>
<td>q; therefore, p.</td>
</tr>
<tr>
<td></td>
<td>(MP)</td>
</tr>
<tr>
<td></td>
<td>(AC)</td>
</tr>
<tr>
<td><strong>Semifactual</strong></td>
<td></td>
</tr>
<tr>
<td>Fact:</td>
<td>¬ p, q</td>
</tr>
<tr>
<td>Counterfact:</td>
<td>p, q</td>
</tr>
<tr>
<td></td>
<td>. . .</td>
</tr>
<tr>
<td></td>
<td>not p; therefore, q.</td>
</tr>
<tr>
<td></td>
<td>(DA)</td>
</tr>
<tr>
<td></td>
<td>p; therefore, q.</td>
</tr>
<tr>
<td></td>
<td>(MP)</td>
</tr>
</tbody>
</table>

*Note. MP = Modus Ponens; AC = Affirming the consequent; DA = Denying the Antecedent; MT = Modus Tollens.*
introduction of strategic considerations. Different individuals
tend to develop different strategies, which influence the
order in which they process the premises and the conclusion
if one is given for evaluation. They may also affect the way
individuals integrate information into models, as we
suggested in discussing the results of the studies with
multiple conditionals and with the four sorts of conditional.
This modification may appear to weaken the theory in that
it makes it harder to refute. But, in fact, the mechanism
underlying the different strategies appears to depend on
mental models, and that is why number of models remains
a cornerstone of the theory.

The second conclusion concerns number of models. If
a study had shown that the difficulty of a set of inferences
counter to number of models, then the model theory
would have been refuted. Rips’s (1990, 1994) studies merely
failed to find a predicted effect of number of models:
Inferences based on conjunctions (one model) were no easier
than inferences based on disjunctions (two or three models).
This result threatened the theory (and, so it seemed to us,
rule theories too). But, as our studies have shown, when
reasoners have to generate their own conclusions, the model
theory’s predictions were vindicated. Rips’s (1990) procedure
was not sufficiently sensitive, or elicited a ceiling effect, to
detect the effect of number of models. Likewise, our results
with inferences based on multiple conditionals also
corroborated the effect of number of models.

Our third conclusion concerns the way in which to
develop the model theory. In general, with the introduction
of a new sentential connective, such as unless, the model
theorist’s task is to formulate its semantics, and the set of
mental models (of possibilities) to which it refers. Thereafter,
the general mechanisms of the theory apply: The same
processes are used to construct models, to formulate
conclusions, and to ensure that they are valid.
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