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ABSTRACT

In this work are studied periodic perturbations, depending on two parameters, of quadratic planar polynomial vector fields having an infinite heteroclinic cycle, which is an unbounded solution joining two saddle points at infinity. The global study envolving infinity is performed via the Poincaré compactification. The main result obtained states that for certain types of periodic perturbations, the perturbed system has quadratic heteroclinic tangencies and transverse intersections between the local stable and unstable manifolds of the hyperbolic periodic orbits at infinity. It implies, via the Birkhoff-Smale Theorem, in a complex dynamical behavior of the solutions of the perturbed system, in a finite part of the phase plane.
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1 INTRODUCTION

The study of periodic perturbations of vector fields in the plane having homoclinic or heteroclinic trajectories have been widely developed due to the great interest of such systems as mathematical models for natural phenomena as well as for their intrinsic theoretic importance. In this subject, some of the systems studied are Duffing’s equation subject to an external force, the forced Van der Pol equation, Hill’s equation, forced pendulum, among others. Due to the existence of transverse homoclinic (or heteroclinic) fixed points for the Poincaré Map associated to the periodic perturbed systems, the solutions of them may present a complex dynamical behavior, called “chaotic” by some authors.

The studies mentioned above are, in general, concerned with bounded periodic perturbations of planar vector fields restricted to a compact region of the plane, which contains the homoclinic and heteroclinic trajectories. In the special case in which the vector field is polynomial, it can be
studied in the entire plane by means of a compactification procedure. In these cases, the compactified polynomial vector field may present symmetric and nonsymmetric infinite heteroclinic cycles (see Figure 1).

Fig. 1 – Symmetric and nonsymmetric infinite heteroclinic cycles of a planar polynomial vector field on the Poincaré disk (after compactification).

Bifurcations of codimension one, due to autonomous perturbations of polynomial systems having these type of cycles were considered in (Sotomayor and Paterlini 1987). In the present work are studied bifurcations derived from periodic perturbations of such infinite heteroclinic cycles, for quadratic polynomial vector fields. It is proved that certain types of periodic perturbations imply in a complex dynamical behavior of the solutions of the perturbed system in the compact region of the plane, similar to the “horseshoe-like” dynamics. It’s a consequence of the Birkhoff-Smale Theorem (Guckenheimer and Holmes 1983) and is due to the quadratic tangencies and transversal intersections of the stable and unstable manifolds of two periodic orbits at infinity, originated from the periodic perturbation of the system. Although the results obtained are true for degree \( n \) polynomial vector fields having an infinite heteroclinic cycle (Messias 2000), the quadratic case will be considered here, since it can be applied to the study of several natural phenomena (Coppel 1966 and Taboas 1987).

2 STATEMENT OF THE MAIN RESULTS

Consider in \( \mathbb{R}^2 \) a quadratic polynomial vector field having an invariant straight line, free from singularities. Without lost of generality, such straight line can be taken as the \( y \)-axis, and the system of differential equations associated to this vector field has the following form

\[
\begin{align*}
\dot{x} &= x(\beta + dx + ey) \\
\dot{y} &= \alpha + mx + ny + ax^2 + bxy + cy^2
\end{align*}
\]
Making an affine change of variables it becomes, after renaming constants and variables,
\[
\dot{x} = xy \\
\dot{y} = \alpha + mx + ny + ax^2 + bxy + cy^2,
\]
with \( n^2 - 4ac < 0 \).

Vector fields like this arise in the study of several applied problems (Coppel 1966). Here, we shall consider periodic perturbations of them. The invariant straight line of the system will play the role of the heteroclinic trajectory joining the saddles at infinity, on the Poincaré disk, after compactification. Translating the straight line to the point \((1, 0)\), to prevent that the origin \((0, 0)\) be on the heteroclinic trajectory, the system takes the form,
\[
\dot{x} = xy - y \quad \text{(1)} \\
\dot{y} = \alpha + mx + ny + ax^2 + bxy + cy^2. \quad \text{(2)}
\]

Then, we have the following result (Messias 2000), which gives the normal form of the quadratic systems that have a symmetric infinite heteroclinic cycle (nonsymmetric case is also treated in (Messias 2000)).

**Proposition 1.** Suppose that the following hypothesis hold

- H1) \((b + n)^2 - 4(\alpha + m + a)c < 0 \) and \( m^2 - 4a\alpha > 0 \);
- H2) \( 0 < c < 1 \);
- H3) \( b^2 - 4a(c - 1) < 0 \);

Then, \((1)-(2)\) has exactly two hyperbolic saddle points \((\theta_1, 0)\) and \((\theta_2, 0)\) at infinity, connected by an heteroclinic solution \(\gamma(s)\), given by a reparametrization of the solution \(\varphi(t)\), contained in the straight line \(\{x=1\}\). The solution \(\gamma(s)\) gives rise to the symmetric infinite heteroclinic cycle \(\gamma(s) \cup \theta_1 \cup \alpha(s) \cup \theta_2\) (Figure 1a).

Consider now the following periodic perturbation of the system \((1)-(2)\):
\[
\dot{x} = xy - y + \mu + A\left(a_1 \cos\omega t + a_2 \sin\omega t\right) \quad \text{(3)} \\
\dot{y} = \alpha + mx + ny + ax^2 + bxy + cy^2 + Ag(\omega t), \quad \text{(4)}
\]
where \( g \) is a \(C^k\) periodic function, \(k \geq 2\), with period \( T = 2\pi/\omega \).

The following theorem holds:

**Theorem 2.** Suppose that for \(\mu = A = 0\) the system \((3)-(4)\) satisfies the hypothesis (H1)-(H3) in Proposition 1. Then \((3)-(4)\) has two hyperbolic periodic orbits at infinity, \(\theta_1(s)\) and \(\theta_2(s)\), having invariant manifolds \(W^u_{\mu;A}(\theta_1(s))\) and \(W^s_{\mu;A}(\theta_2(s))\) and, for \(\mu\) sufficiently small, there exist differentiable functions \(A_M(\mu)\) and \(A_m(\mu)\) such that (see Figure 2):
a) if \( A = A_M(\mu) \) or \( A = A_m(\mu) \), the invariant manifolds \( W^s_{\mu,A}(\theta_1(s)) \) and \( W^u_{\mu,A}(\theta_2(s)) \), are quadratically tangent;

b) if \( \mu > 0 \) (\( \mu < 0 \), respectively) and \( A_m(\mu) < A < A_M(\mu) \) (\( A_M(\mu) < A < A_m(\mu) \), respectively), then \( W^s_{\mu,A}(\theta_1(s)) \cap W^u_{\mu,A}(\theta_2(s)) = \emptyset \);

c) if \( \mu > 0 \) and \( A > A_M(\mu) \) or \( A < A_m(\mu) \), then \( W^s_{\mu,A}(\theta_1(s)) \) and \( W^u_{\mu,A}(\theta_2(s)) \) intersect transversely in at least one point;

d) if \( \mu < 0 \) and \( A > A_m(\mu) \) or \( A < A_M(\mu) \), the same result stated in c) holds.

Fig. 2 – Bifurcation diagram of the perturbed system (3)-(4) in a neighborhood of the origin in the parameter plane (Figure 2): there exist two types of regions, \( A \) and \( S_2 \), and the relative position of the invariant manifolds \( W^s(\theta_1(s)) \) and \( W^u(\theta_2(s)) \) in a transversal cross section of the torus \( D^2 \times S^1 \) are shown.

The proof appears in (Messias 2000), and is carried out in the following way: using polar coordinates, we compactify equations (3)-(4) to obtain a system defined on the solid torus, \( D^2 \times S^1 \). This system has two hyperbolic periodic orbits, \( \theta_1(s) \) and \( \theta_2(s) \), at infinity, which is represented by the border of the solid torus, \( S^1 \times S^1 \). Such periodic orbits have invariant manifolds \( W^s_{\mu,A}(\theta_1(s)) \) and \( W^u_{\mu,A}(\theta_2(s)) \) which coincides, for \( \mu = A = 0 \). Then, we define a separation function that gives the distance of these manifolds, for \( (\mu, A) \) in a neighborhood of (0, 0). Taylor expanding the separation function and using the Implicit Function Theorem, we prove the existence of the differentiable functions \( A_M(\mu) \) and \( A_m(\mu) \) that appears in Theorem 2.

3 CONCLUSIONS

From the theorem above, one can sketch the bifurcation diagram of the perturbed system, in a neighborhood of the origin in the parameter plane (Figure 2): there exist two types of regions,
S\textsubscript{1} and S\textsubscript{2}, separated by the curves A\textsubscript{M}(\mu) and A\textsubscript{m}(\mu), such that, if the pair (\mu, A) belongs to these curves, the system presents heteroclinic tangencies; if (\mu, A) belongs to the regions S\textsubscript{1}, the intersection of the manifolds W\textsubscript{u}^{s}_{\mu, A}(\theta_{1}(s)) and W\textsubscript{u}^{u}_{\mu, A}(\theta_{2}(s)) is empty; if (\mu, A) belongs to the region S\textsubscript{2}, the manifolds intersect transversely in at least one point.

The periodic perturbation considered is the most natural possible, since it is orthogonal to the heteroclinic trajectory \gamma(s). The parameter \mu was used ‘to split’ (or to disconnect) the manifolds W\textsubscript{u}^{s}_{\mu, A}(\theta_{1}(s)) and W\textsubscript{u}^{u}_{\mu, A}(\theta_{2}(s)), while the parameter A represents the amplitude of the periodic perturbation. The theorem gives the values of A, depending on \mu, for which the manifolds are tangent, intersect transversely or are separated.

An important consequence of the theorem is that, although the periodic orbits belong to infinity, quadratic tangencies and transverse intersections of the manifolds will happen in a compact portion of the plane (interior of the Poincaré disk - Figure 2), thus affecting the dynamics of the solutions in a finite region of the plane. In fact, numerical simulations indicate that the complex behavior of the solutions will happen in a limited region, containing the origin of the phase plane (see Messias 2000). This phenomenon may well be called the chaos that arises from infinity.
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