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Abstract

Single-phase grid connected photovoltaic systems suffer from voltage oscillations due to the difference between the average power produced by the source and the pulsating instantaneous power injected into the grid. Such voltage variations have a detrimental effect on the power production. This paper proposes a solution for mitigating the oscillations at the source terminals minimizing the hardware resources required to implement the technique in a FPGA device, allowing its coexistence with additional control algorithms in a single device. The effectiveness of the approach was experimentally validated, and its FPGA resources requirement was contrasted with commercial IP cores based solutions.
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Resumen

Sistemas fotovoltaicos monofásicos experimentan oscilaciones de voltaje debido a la diferencia entre la potencia promedio generada y la potencia instantánea inyectada a la red. Estas oscilaciones de voltaje degradan la producción de potencia. Este artículo propone una solución para mitigar las oscilaciones propagadas a las terminales del generador, la cual minimiza los recursos de hardware requeridos para implementar la técnica de compensación de un dispositivo FPGA, permitiendo su coexistencia con algoritmos de control adicionales en un solo dispositivo. La efectividad de la solución se valida experimentalmente, y sus requerimientos de hardware se contrastan con soluciones basadas en plataformas comerciales.
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Introduction

The typical Photovoltaic (PV) and fuel cell power processing system used for grid connected applications is composed of two stages, a dc/dc one and a dc/ac converter, connected through a dc-link, whose voltage is stabilized by a capacitor (C_b in Figure 1) [1]. In single phase applications, but also in three phases ones in which the equilibrium between the three-line currents is not perfectly preserved, the inverter operation generates an oscillation of the voltage across the bulk capacitor C_b at a frequency equal to the double of the line frequency and with an amplitude that is inversely dependent on the value of C_b [2]. This effect is mainly because the PV system generates a dc power and the inverter injects a pulsating power, at twice the line voltage frequency, into the grid.

The bulk capacitor voltage oscillation back-propagates through the dc/dc converter and affects the PV voltage, thus degrading the Maximum Power Point Tracking (MPPT) performances and the global efficiency of the system [3]. In fuel cell systems, the oscillations reduce the stack lifetime [4] and degrade the available output power [5]. Traditionally, these drawbacks have been faced by choosing an enough high value of the DC-link capacitance C_b, but this results in a possible reduction of the system reliability because the employment of an electrolytic capacitor becomes mandatory [3], this technology being the only one ensuring high capacitance values. On the other hand, the adoption of non-electrolytic capacitors would lead to an expensive implementation, whenever a high capacitance value operating at a high voltage is needed [6].

Figure 1 Double stage grid connected power processing system
Some papers, dedicated to both PV and fuel cell systems, propose different topologies aimed at reducing, or even at removing, the capacitance of the DC link. The price to pay is given by a lower efficiency or by an increased complexity in terms of layout and control techniques and, consequently, with additional costs [7, 8].

A different approach is adopted in some papers, in which the voltage oscillations affecting $C_b$ in Figure 1 are filtered through a proper control strategy applied to the dc/dc converter. Such an approach avoids the drawbacks of the passive filtering, especially in terms of efficiency of the conversion chain, and allows to adopt a smaller $C_b$ value and, therefore, a cheaper and more reliable capacitor.

As an example, the method proposed in [9] guarantee satisfactory filtering performances by means of a carefully designed additional analog feedback loop controlling the dc/dc converter. Similar solutions have been also adopted for grid-connected photovoltaic inverters [10].

Other approaches adopt digital control solutions, which ensure high performances at a low cost [11]. A feed-forward control technique ensuring the cancellation of the low frequency voltage oscillations at the source terminals has been proposed in [12]. Such a solution is based on a digital controller and does not require an accurate knowledge of the PV system parameters; nevertheless, it involves a phase locked loop (PLL) for the grid frequency synchronization. Similarly, a dual digital signal processor (DSP) hardware architecture is proposed in [13] to regulate a double stage photovoltaic system, where again a PLL is required and a complex structure is exhibited.

This paper is based on the work “FPGA-based controller for mitigation of the 100 Hz oscillation in grid connected PV systems”, developed by the authors, which appeared in the 2010 IEEE International Conference on Industrial Technology (ICIT-2010, © 2010 IEEE), and it is focused on the FPGA-based implementation of an intuitive control strategy able to reduce the back-propagation of the low frequency (100/120 Hz) voltage oscillations from the dc-link capacitor to the source terminals. The technique is explained with reference to a PV system, but it can be applied to a fuel cell system in the same way. It operates by means of the predictive calculation of the duty-cycle correction required to keep the PV voltage at an almost constant value. The solution is based on the control scheme shown in Figure 2: the comparison with the scheme depicted in Figure 1 reveals that an additional block is used in order to compensate for the low frequency voltage oscillation.

![Figure 2](image_url)

**Figure 2** Double stage power processing system with MPPT P&O control directly perturbing the duty cycle and compensating the 100 Hz oscillation
FPGA devices are gaining a large application in the area of control of industrial systems and renewable energy systems [14, 15]. The main contribution of this paper is the efficient implementation of the predictive compensation technique in an FPGA device, in order to ensure the minimum use of hardware resources, reducing costs. So that, the largest number of the FPGA gates and multipliers are available for the implementation of the other control functions, e.g. the MPPT and the control loops of the dc/ac stage. The proposed solution is described with reference to a boost converter used to step up the PV voltage to the level required by the inverter, and it was validated by means of experimental results obtained on a test bench based on a 200 W dc/dc boost converter and a photovoltaic array. Nonetheless, the approach can be applied to any dc/dc converter with the only difference that the design equations must be modified based on the conversion ratio of the adopted converter. Moreover, the conclusions drawn with reference to PV applications can be extended also to fuel cell systems. In the sequel, the European case characterized by the presence of a 100 Hz voltage oscillation is referred to, but similar results can be easily obtained in the US case characterized by a 120 Hz voltage disturbance.

Mitigation of the low frequency voltage oscillation at the PV array terminals

As anticipated above, the adopted technique is based on a suitable correction of the duty cycle value of the dc/dc converter, which is the first stage of the power processing system shown in Figure 2. The duty cycle \( D \) is calculated from the expression of the voltage conversion ratio of the boost converter as in (1), considering Continuous Conduction Mode (CCM) operation,

\[
D = 1 - \frac{V_{PV}}{V_0}
\]  

(1)

where \( V_{PV} \) and \( V_0 = V_{b} \) are the PV voltage, at the input of the boost converter, and the bulk voltage, at the output of the boost converter, respectively.

By neglecting the switching ripple and by operating in the low frequency range, the output voltage can be approximated as given in (2),

\[
V_0 = V_{a,DC} + \Delta V_0
\]  

(2)

where \( V_{a,DC} \) and \( \Delta V_0 \) are the DC component and the 100 Hz oscillation of the output voltage, respectively. By defining the steady-state duty cycle value \( D_0 \) for the DC output voltage component \( V_{a,DC} \) as in (3),

\[
D_0 = 1 - \frac{V_{PV}}{V_{a,DC}}
\]  

(3)

the mitigation of the voltage oscillation can be obtained by adding a duty cycle component \( \Delta D \) calculated as given in (4).

\[
D = D_0 + \Delta D = 1 - \frac{V_{PV}}{V_{a,DC}} + \Delta D
\]  

(4)

By combining equations (1) and (4), the correction that have to be imposed in order to compensate the oscillation \( \Delta V_0 \) is given in (5), which ensures that the PV voltage remains almost fixed at a constant value.

\[
\Delta D = \frac{V_{PV}}{V_{a,DC}} - \frac{V_{PV}}{V_0} = \frac{V_{PV}}{V_0} \times \frac{\Delta V_0}{V_{a,DC}}
\]  

(5)

A detailed analysis of such duty cycle compensator, demonstrating its stability, is given in [16].

To provide an efficient implementation of the regulation strategy based on a FPGA device, the effect of the Analog-to-Digital Converters (ADC) used to acquire the PV and output voltages must be kept into account. The relations between the physical voltages and the digital data are given by the voltage sensors and ADC gains and offsets as in (6) and (7), where \( V_{PV_0} \) and \( V_{V_0} \) are the digital representations of the PV and output voltages, respectively, and \( K_p, K_v, K_i \) and \( K_q \) are constants which are used to define the range of the measurements.
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By using the superposition principle, the DC value and the low frequency oscillation component at 100 Hz of the output voltage can be determined using (9) and (8), respectively,

\[
V_{\text{DC}} = K_3 \times V_{\text{DC}} + K_4
\]

(8)

\[
\Delta V_o = K_3 \times \Delta V_{\text{dc}}
\]

(9)

where \(V_{\text{DC}}\) and \(\Delta V_{\text{dc}}\) are the digital representations of the DC value and 100 Hz spectral component of \(V_o\), respectively. Such relations allow to calculate the \(\Delta D\) correction as given in (10), where the gain \(K_x\) is used to scale \(\Delta D\) to the digital PWM (DPWM) word range \([0, 2^M-1]\), where \(M\) corresponds to the DPWM number of bits.

\[
\Delta D = \frac{K_x \times (K_3 \times V_{\text{DC}} + K_2) \times \Delta V_o}{(K_3 \times V_o + K_4)(K_3 \times V_{\text{DC}} + K_4)}
\]

(10)

The adoption of a boost dc/dc converter, for which the operating constraint \(V_{\text{PV}} < V_o\) holds, implies that the term \(K_2\), introduced to compensate the PV voltage sensor offset, is smaller than the offset term \(K_4\) and than the term \(K_1 \times V_{\text{PV}}\). Moreover, it is possible to adopt \(K_2 = 0\) by properly designing the associated signal conditioning circuitry. This approach is illustrated afterwards by means of the experimental results. Finally, by following the design criterion \(K_2 = 0\), \(\Delta D\) is calculated as in (11), where \(K = K_2 / K_3\).

\[
\Delta D = \frac{V_{\text{PV}} \times \Delta V_o}{(V_o + K_4 / K_3)(V_{\text{DC}} + K_4 / K_3)}
\]

(11)

Efficient implementation of the compensation strategy on an FPGA device

The calculation of the \(\Delta D\) value by means of (11) requires to define the desired value of the steady-state duty cycle \(D_o\); moreover, the 100 Hz frequency component \(\Delta V_o\) must be obtained through a filtering procedure of the bulk voltage.

It is noted that the required 100 Hz filter can be implemented by means of IP cores from FPGA manufacturers, e.g. Xilinx LogiCORE IP FIR filter generator, or by means of VHDL code generated with Matlab or Labview software. However, such solutions use a large amount of gates and memory inside the FPGA due to its general-purpose design. In addition, the calculation of (11) and the 100 Hz filter require multiple multiplications and divisions, which are costly operations in terms of space realizations. Therefore, this paper proposes a custom realization for the 100 Hz filter, the \(\Delta D\) calculation, and a divider, to provide an efficient FPGA implementation in terms of gates, memory, and multipliers. This condition permits to implement in a single and low cost FPGA device other functions required by a grid-connected photovoltaic system such as the MPPT algorithm and the control loops of the dc/ac stage.

Implementation of the 100 Hz digital filter

Instead of using an FIR filter realization as provided by multiple commercial design tools, this work adopts an IIR filter realization since it is computationally efficient in comparison with an FIR equivalent design and can be implemented in a single stage filter [17]. Therefore, IIR filters require less memory blocks and multiplicative operations in comparison to its FIR counterparts, which makes IIR realizations a suitable solution to reduce the amount of required FPGA resources.

The extraction of the 100 Hz component from the samples of the boost converter output voltage is performed through a second order IIR filter whose structure is given in (12) [18], where \(y[n]\) and \(x[n]\) represent the output and input samples, while \(a_i\) and \(b_i\) represent the filter coefficients.

\[
y[n] = \frac{1}{a_0} \left( b_1 x[n] + b_2 x[n-1] + b_3 x[n-2] - a_1 y[n-1] - a_2 y[n-2] \right)
\]

(12)

The analysis of the transfer function, the design and the calculation of its coefficients have been
carried out by means of the Filter Design and Analysis Tool (FDATool) in Matlab. Any FPGA implementation requires to afford the problem of the fixed-point representation of the system parameters, namely the definition of the number of bits needed to represent the coefficients. On one side, the lower the number of bits the shorter the calculation time and the smaller the amount of hardware resources needed for the implementation. On the other hand, the larger the number of bits the greater the precision of the coefficients representation. The filter coefficients have been represented by using a resolution of 12 bits, which is equal to that one of the samples coming from the ADC used. Such a choice ensures a good trade off among complexity, amount of resources used for the implementation, accuracy in the representation of the filter coefficients, maximum achievable sampling rate and minimum transition bandwidth of the filter. Table 1 shows an overview of the specifications produced by means of the Matlab FDATool for the second order IIR band-pass filter with center frequency equal to 100 Hz, while in figure 3(a) the results of the Matlab simulations are reported considering the 12-bit fixed point coefficients and an input signal composed by 100 Hz and 500 Hz components, where a satisfactory filtering performance is observed. Figure 3(b) puts into evidence that the FDATool based procedure used for designing the parameters values listed in Table 1 has given a satisfactory fitting between the responses obtained by means of the floating point and 12-bit fixed point implementations of the filter coefficients.

Table 1 Filter specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution of the input data</td>
<td>12 bits</td>
</tr>
<tr>
<td>(ADC)</td>
<td></td>
</tr>
<tr>
<td>Response type</td>
<td>Band-pass</td>
</tr>
<tr>
<td>Design method</td>
<td>Elliptic</td>
</tr>
<tr>
<td>Order</td>
<td>2</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>3.3 kHz</td>
</tr>
<tr>
<td>Center frequency</td>
<td>100 Hz</td>
</tr>
<tr>
<td>Arithmetic</td>
<td>Fixed point</td>
</tr>
</tbody>
</table>

Table 1 Digital filter simulation

The implementation of the IIR filter requires an increased complexity of the processing mechanisms in comparison to parallel and non-recursive FIR filters. In particular, the adopted strategy allows to use a single multiplier and a single adder to process all the filter operations, involving also a repeated and synchronized use of the same circuit block.
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Filter transfer function. The result of the product is stored and added (or subtracted, depending on the sign of the coefficients) to the next iteration product. Subsequently, the data at the input of the multiplexer are updated and the filtered data is available at the filter output. The flow control of the data in the digital filter is performed by the state machine described in Figure 4(b), where the processing of the k-th sample input at the k-th step begins with the rising of the start bit (S). Table 2 describes in detail each state of figure 4.

**Figure 4 Digital filter implementation**

**Table 2 States description for Fig. 4(b), where i refers to the iteration number**

<table>
<thead>
<tr>
<th>State</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Wait Start; ( y_p = 0 )</td>
</tr>
<tr>
<td>1</td>
<td>Select the coefficient ( C = a_i ) or ( b_i ), and the digital input data ( D = x_{ki} ) or ( y_{ki} )</td>
</tr>
<tr>
<td>2</td>
<td>Store temporal (partial) result: ( y_p = r )</td>
</tr>
<tr>
<td>3-4</td>
<td>Wait for performing operations</td>
</tr>
<tr>
<td>5-6</td>
<td>Update registers ( (W_1 ) or ( W_2 )) or shift final result ( (W_0) ) by ( a_0 ) and clear all temporal registers</td>
</tr>
<tr>
<td>7-8</td>
<td>Wait for performing operation</td>
</tr>
<tr>
<td>9</td>
<td>Wait for falling of the start signal</td>
</tr>
</tbody>
</table>

**ΔD Generator module**

The module for generating the correction \( ΔD \) is implemented by using the samples of the bulk and the PV voltages signals. Once again, in order to save hardware resources, the \( ΔD \) calculation has been divided into several sequential operations, at the cost of a negligible increase in the logic complexity. This goal is achieved by using two multiplexers handling the processing order of the operands involved in the different operations.

The logic scheme of the \( ΔD \) correction generator is depicted in figure 5(a). The samples of the output voltage are sent to a divider and to the digital filtering module, which extracts the 100 Hz component of the bulk voltage, at the same time. The constant \( K \) represents the sum of contributions related to the compensation of the value of the sampled data, in terms of offset and gain introduced by the ADC, and the compensation of the resolution
in which the $\Delta D$ value must be represented ($2^{10}$ in this application). By addressing the first two operands, $V_{PPD}$ and constant $K$, they are available for processing and sent to the multiplier. The result of the multiplication is sent to the divisor module where a division by $V_o$ is performed. The output of the divider is sent back to the multiplexer input: it will be selected simultaneously with $\Delta V_{o}$, which is the oscillation at 100 Hz calculated by the filter module, and those data are used for the second and final multiplication. The value of DC output voltage is described as a power of two to speed-up the calculation of the final expression of $\Delta D$ by performing the final division using a left shifting operation by a predetermined number of bits. The state machine that controls the $\Delta D$ correction generator is depicted in figure 5(b), and table 3 gives a description of each state.

![Logic scheme and state machine](image)

**Figure 5 $\Delta D$ generator implementation**

**Table 3 States description for Figure 5(b)**

<table>
<thead>
<tr>
<th>State</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Wait Start</td>
</tr>
<tr>
<td>1</td>
<td>Load digital value $(V_{PPD}, V_o)$, $r = V_{PPD} \cdot K$</td>
</tr>
<tr>
<td>2</td>
<td>Start filtering, select the address in the multiplex</td>
</tr>
<tr>
<td>3</td>
<td>Start division: $q = r / V_o$</td>
</tr>
<tr>
<td>4</td>
<td>Wait finish division and finish filtering signals</td>
</tr>
<tr>
<td>5</td>
<td>Select the address in the multiplex: $r = q \times \Delta V_o$</td>
</tr>
<tr>
<td>6</td>
<td>Perform division by shifting left: $\Delta D = q / V_{o,DC0}$</td>
</tr>
<tr>
<td>7-8</td>
<td>Convert positive value in 16 bits two complement</td>
</tr>
<tr>
<td>9-10</td>
<td>Convert negative value in 16 bits two complement</td>
</tr>
<tr>
<td>11</td>
<td>Enable adding $\Delta D$ signal</td>
</tr>
<tr>
<td>12</td>
<td>Wait for falling of the start signal</td>
</tr>
</tbody>
</table>

The sequence of sub-operations has been optimized to speed-up the process of development and taking advantage of the parallelization of part of the calculations required for $\Delta D$ with the ones required to perform the digital filtering.
Efficient-in-resources divider module

Traditional dividers have been avoided by DSP algorithm designers due to its complexity and cost of hardware implementation. Therefore, FPGA manufacturers have developed divider IP cores with high performance for integer division in terms of speed, e.g. Xilinx Divider Generator LogiCORE IP. However, such solutions use high level of parallelism to obtain fast processing, requiring a large amount of resources from the FPGA device. The need of a division between two positive numbers, as in (5), has required the development of an efficient in resources divider.

In the proposed implementation, three shift registers were used: the first one for the dividend, the second one for the divider, and the third one for the quotient. Even if the goal is to implement a circuit that allows the division between the 22-bit dividend and the divisor at 11-bits, in the solution presented in Figure 6(a) the registers are all at 22-bits in order to allow the overlapping bits of the divisor and the shifting to the right along all the bits of the dividend.

Once the values of the operands are loaded and the register containing the result is cleared, the bits of the divisor are shifted left, and correspondingly a zero is placed right in the register, so that the position of the most significant bit of the dividend overlaps with the most significant bit of the divisor exactly. The position of the least significant bit of the divisor is stored by using the 22-bit Pivot register, that is settled at the start to the hexadecimal value 2FFFFF (all bits settled to 1): any left shift of the divisor matches with one left shift and an insertion of a zero from the right of the pivot register, hence the position of the last “1” in the register corresponds to the position of the least significant bit of the divisor. Each right shift is preceded by a comparison to determine if the dividend is greater than the divisor. If the dividend is greater than the divisor then the module performs the subtraction and the right shift of the bits of the divisor. The process ends when the least significant bit of Pivot reaches the zero position. In Figure 6(b) the state machine of the divisor module is presented; table 4 gives a description of each state function.

(a) Logic scheme

(b) State machine

Figure 6 Divisor implementation
Table 4: States description for Figure 6(b)

<table>
<thead>
<tr>
<th>State</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Wait Start</td>
</tr>
<tr>
<td>1</td>
<td>Clear all register and load dividend and divisor</td>
</tr>
<tr>
<td>2</td>
<td>Align leftmost digits in dividend and divisor</td>
</tr>
<tr>
<td>3</td>
<td>Starting operations</td>
</tr>
<tr>
<td>4</td>
<td>Compare portion of the dividend above the divisor</td>
</tr>
<tr>
<td>5</td>
<td>Update Result register and subtract the divisor from that portion of the dividend</td>
</tr>
<tr>
<td>6</td>
<td>Update Result register</td>
</tr>
<tr>
<td>7</td>
<td>Evaluate LSB=0 of the Pivot register</td>
</tr>
<tr>
<td>8-10</td>
<td>Wait performing operations</td>
</tr>
<tr>
<td>9</td>
<td>Perform right shifting of the Pivot and Divisor registers</td>
</tr>
<tr>
<td>11</td>
<td>Wait for falling of the start signal</td>
</tr>
</tbody>
</table>

Experimental validation

The proposed algorithm and calculation engines have been implemented by using the evaluation Board OPAL KELLY XEM3010 with an FPGA Spartan3 XC3S1500 [20], which has been also used to generate the PWM control signal for the dc/dc converter. To provide a measurement of the proposed implementation efficiency in terms of FPGA resources, table 5 presents the number of slices, which are elementary programmable blocks used to measure the resources allocated in Xilinx FPGAs including flip-flops and combinational gates [21], and multipliers required by both commercial (Xilinx IP cores) and proposed calculation engines. It is noted that the developed divider requires only the 8.52 % of the slices used by the Xilinx IP core divider, while the designed IIR filter structure requires only the 42.73 % of the slices and 25 % of the multipliers than its commercial counterpart. Hence, the complete $\Delta D$ calculation engine, including the filter and PWM generator, requires only 1066 slices and 2 multipliers, which are less slices than a single Xilinx IP core divider and less multipliers than a single Xilinx IP core FIR filter.

Table 5: FPGA resources required by both commercial and proposed calculation engines

<table>
<thead>
<tr>
<th></th>
<th>Slices</th>
<th>Multipliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xilinx IP core divide</td>
<td>1666</td>
<td>0</td>
</tr>
<tr>
<td>Proposed divider</td>
<td>142</td>
<td>0</td>
</tr>
<tr>
<td>Xilinx IP core FIR filter</td>
<td>241</td>
<td>4</td>
</tr>
<tr>
<td>Proposed IIR filter</td>
<td>103</td>
<td>1</td>
</tr>
</tbody>
</table>

To experimentally validate the performance of the proposed solution in the reduction of the 100 Hz disturbances present in the bulk capacitor, a 200 W dc/dc boost converter has been designed and experimentally built up. The tests have been performed with two Kyocera KC120 PV modules connected at the converter’s input and an electronic load connected at the converter’s output. The electronic load was configured to simulate the dc/ac stage by imposing a dc voltage value $V_{\text{dc}}$ equal to 200 V and a sinusoidal perturbation at 100 Hz with a peak-to-peak value $\Delta V$ of 70 V, namely the 35 % of the dc value. In the experiments, a value $C_b=22 \ \mu\text{F}$ and a PWM resolution $K_x=2^{10}$ were adopted. Moreover, the calculated 100 Hz filter coefficients were $a_0=160$, $a_1=0$, $a_2=-160$, $b_0=1024$, $b_1=-1696$ and $b_2=703$; and the adopted ADC coefficients were $K_1=0.04$, the desired condition $K_2=0 \ \text{V}$, $K_3=0.23788$ and $K_4=-189.53 \ \text{V}$. Figure 7(a) shows the block diagram of the experimental test bench, and figure 7(b) shows the laboratory setup.
During the experimental test, the steady-state duty cycle value $D_0$ has been chosen so that, at the current irradiation value, the input voltage has been settled at 40 V in the maximum power point. In other words, the MPPT algorithm has been disabled to evaluate the pure correction effect. During the test, the PV array current was high enough to ensure that the boost converter was operating in CCM.

Figure 8 shows the bulk voltage and the PV voltage in presence of the 100 Hz oscillations at the converter’s output. In particular, Figure 8(a) depicts the PV voltage without activating the 100 Hz compensation controller, with an oscillation amplitude of 10 V pk-pk at least, which corresponds to 25 % of the desired MPP voltage. The effect of the proposed FPGA-based 100 Hz compensator can be appreciated in Figure 8(b), where the same bulk voltage oscillation imposed in the previous case, with additional DC-link oscillations at low frequency components generated by the electronic load operation, leads to a negligible PV voltage oscillation. This result demonstrates the satisfactory mitigation of the undesired bulk voltage oscillation by the proposed FPGA-based solution.
Conclusions

In this paper an FPGA-based solution to efficiently implement a control strategy aimed at reducing the source voltage oscillations at twice the grid frequency in single-phase inverters for renewable energy systems has been proposed. It consists in the analytical calculation of the duty-cycle compensation that can lead to a nearly constant source voltage. The FPGA implementation has been designed with the aim of minimizing the hardware resources employed for this function to allow its integration with additional MPPT or control algorithms in a single device. This characteristic permits to reduce costs by using a smaller and cheaper FPGA device to implement all the control algorithms of grid-connected systems in comparison to solutions based on commercial IP cores or analog 100 Hz compensators. Finally, the proposed approach has been validated by experimental results on a photovoltaic system, and its resources consumption has been contrasted with the ones required by commercial IP cores.
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