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Abstract
This paper presents a Fault Tolerant control approach for nonlinear flat systems. Flatness property affords analytical redundancy and permit to compute the states and control inputs of the system. Residual signals are computed by comparing real measures and the computed signals obtained using the differentially flat equations. Multiplicative and additive faults can be handled indistinctly. The redundant signals obtained with the differentially flat equations are used to reconfigure the faulty system. Feasibility of this approach is verified for additive faults in a three tank system.
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1. Introduction
Since early in the 90's, Fault Tolerant Control (FTC) algorithms become an active research area due to the importance of operate reliable and/or profitable production systems, see for instance [1]. FTC system means that if a fault occurs in a system, the control system could be capable of overcome the fault effect and continue working (sometimes in a degraded mode). In the frame of analytical redundancy (in contrast with physically redundancy), FTC could be achieved basically in two known ways: The first one considers into the control design the possible effect of faults on the system. This approach is denominated passive and it has a close relationship to robust control design [2]. As it is well known, as far as more faults are considered in the design, the performance of the controller becomes conservative, i.e. the performance is degraded. The second one uses a different strategy: the FTC-algorithm responds to a system fault by modifying the control loop. This approach is denominated active and the main characteristic is the high performance that could be reached [1]. Furthermore, active FTC could cover a larger span of faults.

There are not too much results reported in the literature considering flatness based approach. An early FTC flatness-based approach has been considered in [3], where the fault tolerance is carried out by using the fault estimation (using an algebraic estimation approach). Such estimates are obtained using the differentially flat equations to compute a fault-free version of the states and then compare them versus the faulty sensor. Such operation will provide an estimate of the fault. The approach is intended for actuator faults. According to the authors additive and multiplicative faults could be treated indistinctly. In [4] is presented an approach based also on fault estimation, which is obtained using the differentially flat equations to compute a fault-free version of the states and then compare them versus the faulty sensor. Such operation will provide an estimate of the fault. Then the
signal is conditioned using B-splines. The obtained trajectory is subtracted from the measure of the faulty sensor. Only sensor faults are taken into account. This approach is applied to linear systems with a focus on sensor faults. The main disadvantage of both techniques is the fact that estimation plus signal conditioning could take some time to be accomplished. Such time delay could lead the system to instability.

This work presents a FTC flatness-based approach which overcome the time delay of early approaches, the analytical redundancy needed to compute the residual signals is obtained from the inherent properties of the flat systems, in fact if a linear or nonlinear system is flat each state and control input could be expressed as function of a so-called flat output vector, this property will provide the redundancy needed to compute the residual signals. Furthermore a fault-free version of the states and control inputs which are not part of the flat output vector is computed, such reference is the used to hide recover the faulty system. For sensors additive faults are considered in both stages FDI and control reconfiguration, however for faults affecting control inputs only FDI is considered, the fault effect is rejected by the controller.

This paper is organized as follows: section 2 presents the differential flatness property and the flatness motion planning. The FTC approach is presented in section 3. Section 4 presents the results of the proposed approach applied in a classical three tank system, thanks to its versatility this system is widely used in the FTC community, see for instance [5-7]. Section 5 is devoted to present the conclusion.

2. Differential flatness

The flatness theory search to determine if a system of differential equations could be parameterized by arbitrary functions. The first works have been carried out in [8], aiming aeronautical applications. The theory development continued in the PhD. dissertation of P. Martin [9], this work has led to the formal concept of flatness presented by M. Fliess et al. in [10].

The differential flatness of non-linear and linear systems could be described by using mathematical formalisms, and specifically differential algebra or differential geometry.

A non-linear or linear system is flat if there exists a set of variables differentially independent, called flat outputs, whose number is equal to the quantity of control inputs, such as, the vector state and the control inputs can be expressed as functions of the flat outputs and a finite number of its time derivatives. By consequence, state and control inputs trajectories can be obtained by planning only the flat output trajectories, this property can be particularly exploited on trajectory planning, see [11-14] and trajectory tracking [15,16]. Flatness could be used to design robust controllers, see for instance [17,18].

**Definition 1:** Let us consider the nonlinear system \( \dot{x} = f(x,u), x \in \mathbb{R}^n \) the state vector, \( u \in \mathbb{R}^m \) the control vector and \( f \) a \( C^\infty \) function of \( x \) and \( u \). The system is differentially flat if, and only if, it exists a flat output vector \( z \in \mathbb{R}^m \) such as:

- The flat output vector is expressed as function of the state \( x \) and the control input \( u \) and a finite number of its time derivatives.

\[
z = \phi_z(x, u, \dot{u}, ..., u^{(r)})
\]  

- The state \( x \) and the control input \( u \) are expressed as functions of the vector \( z \) and a finite number of its time derivatives.

\[
x = \phi_x(z, \dot{z}, ..., z^{(r)})
\]

\[
u = \phi_u(z, \dot{z}, ..., z^{(r+1)})
\]

Where \( z^d \) denotes the \( d \)th time derivative of \( z \).

2.1. Flatness-based motion planning

The goal of motion planning is to find control actions that move the concerned system from a start state to a goal condition, while respecting constraints and avoiding collision. Differential flatness is especially helpful to this, because if nominal trajectories for the flat outputs are available it is possible to find open-loop control inputs to drive the system to the final condition. If the nonlinear system is not flat create such trajectories requires an iterative solution by numerical methods. This iterative process can be solved by using optimal control techniques, however for nonlinear systems some problems still unsolved. Besides this solution needs to integrate the system equations in order to evaluate the solution proposed.

Motion planning by flatness, does not need to integrate the system equations and for a flat output trajectory, command inputs can be computed directly, the \( u \) vector resultant always respect the system dynamics, see eq. (3). By consequence the solutions of the set of differential equations are found. See [11,19].

Definition 1 implies that every system variable can be expressed in terms of the flat outputs and a finite number of its time derivatives. By consequence if we want to compute a trajectory whose initial and final conditions are specified, it suffices to construct a flat output trajectory to obtain the open loop control inputs satisfying the system output desired. In order to compute all the system variables, the flat output trajectory created needs to be at least \( r \) times differentiable, where \( r \) is the maximal time derivative of the flat output appearing in the differential flat equations. Additionally this trajectory is not required to satisfy any differential equation. By consequence the flat outputs trajectories can be created by using a simple polynomial approach. If the trajectories needs to be optimal in some sense, a more advanced trajectory generation technique has to be used, some application examples can be found in [11,12,14,20].

3. Fault tolerant control approach

The FTC proposed approach presented in Figure 1 keeps the nominal control in order to reduce the time response after a fault, the idea is to couple the FDI stage together with the fault recovery strategy, in fact some signals used to compute the residues are not affected by the fault, by consequence those signals are used to response to the fault effect.
3.1. Fault Detection and Isolation

Let us consider a nonlinear flat model of dimension \( n \) and \( m \) control inputs, with \( z_k \) as first set of flat outputs, which corresponds to \( m \) components of the state vector, also suppose that the full state is measured, it is always possible to compute \( n \) residues:

- \( n - m \) State residues, because the full state is supposed to be measured.
- \( m \) Control inputs residues.

The residual signals are computed as follows:
\[
\begin{align*}
\tilde{r}_{k} &= x_{mk} - \hat{x}_k \\
\tilde{r}_{i} &= u_{m1} - \hat{u}_i \\
\end{align*}
\]  

where \( x_{mk} \) and \( u_{m1} \) are the \( k \)th state and control input respectively and \( \hat{x}_k \) and \( \hat{u}_i \) are the \( k \)th state and control input calculated using the differentially flat equations. Suppose that we have a nonlinear system composed by four states, \( [x_1, x_2, x_3, x_4]^T \in R^n \) and two control inputs \( [u_1, u_2]^T \in R^m \), as depicted in definition 1, the number of control inputs are equal to the number of flat outputs, by consequence \( [x_1, x_2] \in R^m \), suppose too that the nonlinear system is flat, with the flat output vector equal to \( z_a = [z_{a1}, z_{a2}]^T = [x_1, x_2]^T \in R^m \).

This stage can be improved if a second set of flat outputs is found, see [21] for further details.

3.1.1. Residues computation and fault recovery

The proposed approach has the next consequences:
- The maximal number of residues is four.
- Sensor faults not affecting flat outputs can be isolated depending on the system.
- Flat output sensor faults can be detected but cannot be isolated.

The residual signals are computed as follows:
\[
\begin{bmatrix}
\tilde{r}_{1x} \\
\tilde{r}_{2x} \\
\tilde{r}_{1u} \\
\tilde{r}_{2u}
\end{bmatrix} = \begin{bmatrix}
x_{m3} \\
x_{m4} \\
u_{m1} \\
u_{m2}
\end{bmatrix} - \begin{bmatrix}
\phi_k(z_k - \hat{z}_k, \hat{z}_1, \hat{z}_2, \hat{z}_3)(e_3)^T \\
\phi_k(z_k - \hat{z}_k, \hat{z}_1, \hat{z}_2, \hat{z}_3)(e_4)^T \\
\phi_0(z_b, \hat{z}_1, \hat{z}_2, \hat{z}_3)(c_0)^T \\
\phi_0(z_b, \hat{z}_1, \hat{z}_2, \hat{z}_3)(c_1)^T
\end{bmatrix}
\]  

where \( e_a \in R^n, \forall a \neq k e_a = 0, e_a = 1 \leftrightarrow a = k \),

where \( a = [1, 2, \ldots n] \) and \( c_b \in R^m, \forall b \neq l c_b = 0, c_b = 1 \leftrightarrow b = l, \) where \( b = [1, 2, \ldots m] \).

Analyzing the eq. (5) it is straightforward to see that if a fault affects the state measure of \( x_{m3} \), the residual \( \tilde{r}_{1x} \) will be affected, the rest of residues are independent of this measure, so they will not be affected by the fault. A fault affecting \( x_{m4} \) or the control inputs can be analyzed in the same manner.

When a fault affects one of the flat outputs, all the residues will be affected, by consequence the fault can be detected but it cannot be isolated. The Table 1 presents each fault signature.

<table>
<thead>
<tr>
<th>Fault</th>
<th>( r_{1x} )</th>
<th>( r_{2x} )</th>
<th>( r_{1u} )</th>
<th>( r_{2u} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_{k1} )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( F_{k2} )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( F_{k3} )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( F_{k4} )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( F_{k5} )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: The Authors.

Table 1.

3.2. Derivatives estimation

In order to compute the system states and the control inputs of the system, and consequently the residual signals, the time derivatives of the flat outputs of the system has to be estimated.

In this work a high-gain observer [22] is used to evaluate the time derivative of noisy signals. In order to improve the performance of the high-gain observer, a low-pass filter is synthesized. The delay introduced by the filter could affect the control reconfiguration; by consequence especially attention on its design has to be considered.

3.3. Detection robustness

For this work the fault detection is achieved by simply comparing the residual amplitude versus a fixed detection threshold. The amplitude of the detection threshold is fixed by running series of fault-free simulations of the system. Three different simulations are run, the first one by changing each parameter individually in the same percentage upwards and downwards. The two final simulations are run by varying all the parameters plus and minus the same percentage used in the previous simulation.
Finally, the amplitude of the detection threshold is fixed by selecting the worst case among all the results of the simulations, plus a security marge. Such marge is added in order to avoid false alarms caused by the unknown perturbations or modeling errors.

4. Three tank system

The proposed approach is applied to a classical three tank system; this classical system is used such system is composed by three tank, a central reservoir and two pumps in charge of introduce liquid to the system. Each tank is linked to the central reservoir by means of a pipe with transversal section equal to S. The tanks are linked between them with a pipe with the same section. See Fig. 2.

The nonlinear mathematical model is obtained as follows:

$$\begin{align*}
Sx_1 &= -Q_{10}(x_1) - Q_{13}(x_1, x_3) + u_1 \\
Sx_2 &= -Q_{20}(x_2) - Q_{23}(x_2, x_3) + u_2 \\
Sx_3 &= Q_{13}(x_1, x_3) - Q_{22}(x_2, x_3) - Q_{30}(x_3)
\end{align*}$$  \( (6) \)

Where, \( x_i, i=1,2,3 \), denotes the individual tank; \( Q_{ij}, i=1,2,3 \) represents the outflow between each tank and the central reservoir, \( Q_{13} \) and \( Q_{32} \) are the outflow between tank one and tank three and the outflow between tanks three and two respectively, \( u_1 \) and \( u_2 \) are the incoming flows of each pump.

The valves connecting tanks one and three with the central reservoir are considered closed, so \( Q_{10} \) and \( Q_{30} \) are always equal to zero.

The flows \( Q_{13}, Q_{32} \) and \( Q_{20} \) can be expressed as follows:

$$\begin{align*}
Q_{13}(x_1, x_3) &= a_{21}S_n \sqrt{2g(x_1 - x_3)} \\
Q_{20}(x_2) &= a_{22}S_n \sqrt{2g(x_2)} \\
Q_{32}(x_2, x_3) &= a_{23}S_n \sqrt{2g(x_3 - x_2)}
\end{align*}$$  \( (7) \)

Where \( S_n \) represents the transverse section of the pipes connecting the tanks and \( a_{r2}, r=1,2,3 \) represents the flow coefficients. Coefficients values are depicted in Table 2.

4.1. Flat model

A system is flat if and only if each state and control input is expressed in function of the flat output, see definition 1 for more details. Let us define the flat output vector as: \( z_t = [x_1, x_3]^T \in \mathbb{R}^2 \), the differentially flat equations can be written as follows:
\[ x_1^* = z_{a1} \]
\[ x_2^* = z_{a2} - \frac{1}{2g} \left( \frac{a_{21} S_n \sqrt{2g(z_{a1} - z_{a2})} - Sz_{a2}^*}{a_{22} S_n} \right)^2 \]
\[ x_3^* = z_{a2} \]
\[ u_1^* = Sz_{a1} + a_{21} S_n \sqrt{2g(z_{a1} - z_{a2})} \]
\[ u_2^* = Sx_2^* - a_{23} S_n \sqrt{2g(z_{a1} - z_{a2})} + a_{22} S_n \sqrt{2g(x_2^*)^2} \]
\[ \phi_{au}(z_{a1}, z_{a2}) = [u_1^*, u_2^*]^T \]
\[ \phi_{au}(z_{a1}, z_{a2}) = [x_1^*, x_2^*, x_3^*]^T \]

It is straightforward to see that the three tank system is flat, eq. (8) prove that each single state, and the two control inputs can be written as a function of the flat output vector and a finite number of its time derivatives. Eq. (9) groups such functions in a vector, in order to simplify the notation.

### 4.2. Fault Detection and Isolation

Additive faults affecting level sensor \( x_{m2} \) and flow actuators are considered. For such faults, a +10cm measure error is considered in sensors and an extra flow of \( 2 \times 10^{-3} \text{m}^3/\text{s} \) is added to input flows. Only a single fault may be present at a time, once the fault appears (at 100 s) it is recurrent until the end of the simulation.

Two PID controllers are connected to high measures of tanks one and two, see (10). Such controllers are synthetized by making a compromise between the fault rejection dynamic and the noise level presented in the measurements. As described previously faults are detected by simply comparing the residual signal amplitude versus the threshold amplitude. The detection threshold was defined by changing the flow parameters in the range of \( \pm 10\% \); afterwards the maximal value for each residue (positive and negative) plus an error margin is used as the final amplitude of the detection threshold. This margin adds robustness and avoids false alarms, if a residue exceed the threshold, such residue is taken into account to construct the fault signature and by consequence isolate the fault.

\[
\text{PID}_1 = -1 \times 10^{-3} \frac{11.5 \text{ s} + 1}{11.5 \text{ s}}
\]
\[
\text{PID}_2 = -1 \times 10^{-3} \frac{12.5 \text{ s} + 1}{12.5 \text{ s}}
\]

Flat outputs trajectories were generated by using a fifth order polynomial. White noise is added to the measured outputs. Derivatives are estimated by using a high-gain observer [22] coupled to a low-pass filter to reduce the amplitude of the noise and improve the derivative estimation.

According to the process described in section 3.1.1 the residuals are obtained by computing the difference between the value given by the measuring sensor and the estimated value obtained with the differentially flat equations, eq. (8) and eq. (9). Equation (11) presents the three residuals.

\[
\begin{bmatrix}
\Gamma_{1u} \\
\Gamma_{1u} \\
\Gamma_{2u}
\end{bmatrix} =
\begin{bmatrix}
\phi_u(z_{a1}, z_{a2}, z_{a2}) \\
\phi_u(z_{a1}, z_{a1}, z_{a2}) \\
\phi_u(z_{a1}, z_{a2}, z_{a2})
\end{bmatrix}
\]

The results are consistent with the analysis presented in section 3.1.1. Let us analyze for instance the fault of the high measure of tank number two. Looking in detail the eq. (11) it is straightforward to see that the residue \( r_{1x} \) is the only one depending of the measure \( x_{m2} \), by consequence, this residue is affected, however, since the feedback controller is connected to this measure, the pump number two, which is directly connected to this tank reacts to the fault as well, by consequence the residue \( r_{2u} \) is affected too. See Fig. 3.

Faults affecting flow pumps could be analyzed in the same manner, for instance a fault affecting the measure of the pump number one affects directly the residue \( r_{1u} \). Due to the fact that we work in closed loop the residue \( r_{1x} \) is affected too but in a smaller quantity, such amplitude variation is not enough to exceed the threshold and by consequence this is not taken into account to construct the fault signature, see Fig. 4.

For a fault in pump number two the residue affected directly is the residual signal \( r_{2u} \). For this case and since in the three tank system the high level of the two other tanks depends of the high measure of tank number one the pump one increase its flow and by consequence the measure of the first tank is affected, but the amplitude is not enough to exceed the threshold, see Fig. 5.

As expected for an individual fault affecting the measures of the flat outputs the three residues are triggered, by consequence each individual fault can be detected but it is impossible isolate them by simply comparing the fault signature, see Figs. 6 and 7. However none of the PID is connected to the measure of tank three, so this fault will not affect the final position, this results in a non-optimal isolation between faults in tank one and tank three. By this way every sensor and actuator fault can be detected and isolated. Table 3 presents a summary of the residues triggered by each fault.

All the residual signals are normalized between 1 and -1; the boundaries are the maximal and minimal value of the threshold.
4.3. Control reconfiguration

Once the fault is detected the signal measure is changed by switching between this and the one computed with the differentially flat equations eq. (8).

Fig. 8 shows the position error between nominal trajectory and trajectories with control reconfiguration and without reconfiguration. It is straightforward to see that in case of not reconfigure the controller the error is bigger and permanent, however for the reconfiguration case the error is close to zero at the end of the simulation.

Fig. 9 presents the errors for the final position of the tank number two in the two cases, with and without reconfiguration; it is clearly to see that if the control reconfiguration is not carried out the final trajectory is not followed.

Actuators faults are compensated by the controller, tank three sensor fault does not affect the final position and faults affecting water level measure of tank one can be isolated, but a non-faulty measure is not available. By consequence if such fault affects the system, the system cannot be reconfigured.

Table 3. Faults signatures for the three tank system Source.  

<table>
<thead>
<tr>
<th>Fault</th>
<th>$r_{1x}$</th>
<th>$r_{1y}$</th>
<th>$r_{2y}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fx1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Fx2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Fx3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Fu1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fu2</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: The Authors.

Figure 7 Normalized residues for $h_3$ fault. Source: The Authors.

Figure 8. Control reconfiguration for $h_3$ sensor fault. ---, No reconfiguration; ..., Nominal; __, Reconfiguration. Source: The Authors.
5. Conclusions

This paper presents a flatness-based Fault Tolerant Control approach. The feasibility of the proposed approach is investigated in a classical three tank system. For this particular system faults affecting actuators are detected. The fault affecting the high measure sensor of tank number two is detected and isolated by simply comparing the amplitude of the residual signal versus a threshold, additionally thanks to the properties of the flat systems a fault-free version of the measure is estimated, such signal is then used to recover the system after the fault.

Actuators faults are detected and isolated in the same manner. Active reconfiguration is not considered since those faults are rejected by the controller.

Faults affecting the flat outputs can be detected but cannot be isolated using the threshold-based approach, however since the state feedback controller does not depend on the measure of tank three this fault will not impact the final position, contrary of the fault measure of tank number one, as consequence this result in a non-optimal identification between such faults. This can be avoided if as in [23] a second set of flat outputs is found, by this way not only one but two redundant signals are available for reconfiguration purposes, see [23] for further details.
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