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Abstract
This paper addresses the Resource Constrained Project Scheduling Problem (RCPSP). For its solution, a hybrid methodology, which uses a Branch and Bound basic algorithm with dominance rules, is developed and implemented, and is combined with four deterministic heuristics whose objective is to prune the search tree branches, taking into account the iterations available and, at the same time, to minimize the probability of discarding branches that contain optimal solutions. Essentially, these strategies allow the allocation of most iterations to the most promissory regions in an organized manner using only subsets with similar or the same characteristics as those of the optimal solutions at each level of the tree, thus assuring a broad search within the feasible region and, simultaneously, a good exploitation by the selective use of the subsets by level. Finally, the developed algorithm performance is analyzed by solving some of the problems of the PSPLIB test library.
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1. Introduction
In operations research, there is a specific area of study known as Scheduling that aims to sequence a series of activities in time to execute them by means of an optimal allocation of resources, which are generally scarce. One of the most widely studied problems in this area is the Resource Constrained Project Scheduling Problem (RCPSP). Given the difficulty to find an optimal solution, but at the same time because of the need to find alternatives that are close to the optimum in reasonable time, several universities and organizations, especially software development companies, are working on it in many countries around the world.
Finding the solution to the RCPSP is still a challenge of great interest in the academic and business fields due to its high applicability, as it is one of the central problems in the planning, scheduling, and implementation of any project that may be divided into smaller units called tasks or activities, which usually are subject to two types of constraints: precedence and resources. The former indicate that each activity cannot be started before all its immediate predecessors have been completed. The latter indicate that the total resource consumption of the activities that are active at any time cannot exceed the availability of any of the resources, considered renewable, i.e., when some resource is released due to the completion of any of the active activities, this resource can be used for others. However, if there is sufficient availability of resources, they can be used to perform simultaneous activities.

Formally, the RCPSP can be defined as follows [1]: It is given a project consisting of a set of \( n \) activities \( X = \{1, \ldots, n\} \), each of which requires, for its execution, a quantity of resources \( r_{ik} \) where \( i \) is the activity and \( k \) the type of resource; \( b_k \) is the total amount of resource type \( k \) available and \( d_i \) the duration of the activity \( i \). Activities 1 and \( n \) are fictitious, with zero duration and zero resource consumption, which represent the start and completion of the project [2].

Fig. 1 illustrates an example of the RCPSP taken from [1] that considers nine real and two fictitious activities, with three types of resources. The activity number is shown inside each node; the duration, at the top; and the consumption of each type of resource, at the bottom. Arrows indicate the precedence relations among the activities they connect; e.g., activity 3 is predecessor of 5 and 6, and successor of 1. It is assumed, without loss of generality, that activities are ordered in such a way that each predecessor activity of \( j \) is identified by a value \( i \) numerically less than \( j \).

The RCPSP solution is given by the start time of each one of the activities in such a way that the overall duration of the project or makespan is minimized. This combinatorial problem has been shown to be NP-hard [3,4]. Therefore, it is not feasible to solve medium or large instances by exact algorithms, which guarantee to find the optimal solution. There are two approaches for the RCPSP solution: exact algorithms [1,5] and heuristic ones [6]. New methods are permanently being designed, especially heuristic, attempting to find very close solutions to the optimal ones.

Regardless of the method used to find the RCPSP solution, it is important to calculate upper and lower bounds, which can be used as a stop criterion of the algorithm [7,8]. Relaxation models of the original problem are often used to find lower bounds. Therefore, if a solution for the original problem that is identical to a known lower bound is found somehow, it is known then that the optimal solution was reached. A lower bound used regularly is the \( LBO \), defined as the length of the longest route, which can be calculated using the Critical Path Method (CPM). This critical path appears in bold in Fig. 1. Although it may not be very useful for practical purposes, a simple way to calculate an upper bound for the makespan is using the following expression: \( T_{\text{max}} = \sum_{i=1}^{n} d_i \), which considers sequential execution of all activities.

2. State of the art review

The origin of the RCPSP dates back to the late 50’s of last century when intense research was carried out regarding the project planning, scheduling, evaluation, and monitoring in the area of operations research. As a result of these studies, CPM and PERT (Program Evaluation and Review Technique) were developed.

With these methodologies, more complex sequencing problems were tackled, which due to their combinatorial nature could not be solved in a reasonable time using traditional scheduling methods. As a result, some later studies were oriented to the development of heuristic algorithms for solving such types of problems.

Later on, the RCPSP was defined and in order to find its solution, several methodologies have been developed using traditional optimization as well as heuristic methods [6,9]. In [10], a first branch and bound algorithm based on the methodology proposed in [11] is presented. However, this algorithm can only solve small problems.

Subsequently, the efforts to solve the RCPSP were focused on the development of algorithms and methodologies that would determine the best lower and upper bounds in order to reduce the sample space and constraints. In [12], a lower bound based on Lagrangian simplifications of resource constraints is presented. In [13], lower bounds for the RCPSP based on the longest path of a model with minimization of the resource constraints are proposed. In [14] it is shown that Fisher's lower bounds and the like are better than those proposed by [13]. Also, in [14], two new lower bounds for the RCPSP are proposed. The first one is based on a relaxation of the classical integer programming. The second one is based on a disjunctive graph obtained from the precedence network adding arcs that partially represent resource constraints.

In [15], a set of 110 problems of the RCPSP were generated and used as a starting point for benchmarking the algorithms developed to solve them. In [16], an exact branch and bound algorithm that significantly reduced the
solution time of this set of 110 problems is presented.

The branch and bound approach combined with good lower bounds and appropriate dominance rules to remove the tree branches that do not contain the optimal solution is the best exact technique proposed for solving the RCPSP. In [17], three complexity indexes, Resource Factor (RF), Resource Strength (RS) and Complexity (C), which enable the RCPSP to be identified as "easy" or "difficult", are presented. RF measures the average number of resources used per activity. RS measures, for each resource, the relation between the available total resource and the average consumption of this resource; values close to 0 or 1 correspond to "easy" instances, and intermediate values correspond to difficult instances. The index C is a measure of network precedence complexity; the higher the value, the more complex the problem.

In [18], a new set of problems, called Project Scheduling Problem Library (PSPLIB), that serve to perform a new benchmark of the algorithms is proposed. Results show that the branch and bound approach proposed in [16] failed to solve these new sets of "difficult" problems in spite of the large computational time used.

In [1] a new mathematical formulation for the RCPSP is shown, based on the use of feasible subsets as decision variables, which had a good performance. In [19] a similar but more recent research is shown, using a new formulation defining a time horizon for each activity with new lower and upper bounds. Results achieved using CPLEX on PSPLIB library with a branch and bound scheme directly tailored for the new formulation are very good. In [20] an extensive study on the different new mathematical formulation is shown. Also, the event-based mixed integer linear programming is proposed.

Currently, research on the RCPSP focuses on finding practical solutions to the industry. So, heuristic methods that produce satisfactory results are used in order to find good approximations to optimal solutions using a relatively small computational effort [21].

Among the heuristics repeatedly mentioned in the literature are the population-based algorithms such as genetic and ant colony algorithms, which use random components as an escape strategy from local optimal solutions. In recent years, genetic algorithms have specialized in solving more complicated instances of the RCPSP, showing good results. Besides, there is a trend to use hybrid algorithms. For more information about this, refer to papers [22–29]. In [30] an experimental investigation of heuristics for the RCPSP is shown.

### 3. The proposed hybrid algorithm

This paper fills a gap identified in the literature between the performance of exact and heuristic algorithms in solving the RCPSP. A deeper analysis of the most advantageous features of the branch and bound is made, and an algorithm of this type is proposed as a basic method to guide a deterministic heuristic search.

This section consists of two sub-sections. In the first one, the branch and bound algorithm taken from the literature is clearly explained; then, a description of the four exact dominance rules used to prune the tree follows; some of these taken from the literature and others proposed by the authors in this paper.

The second sub-section contains the proposed heuristic, including the four heuristic strategies considered in the sequence generation scheme, the structure of the feasible solutions, and an illustration of the mechanisms, both exact and heuristic, incorporated in the algorithm to establish a balance between exploration and exploitation of the search in the feasible space. Finally three stopping criteria are shown.

#### 3.1. Branch and bound algorithm

An algorithm of this type performs a tree-like exhaustive and organized search, creating branches that build the solution, from the root to an end node. From the literature review, it can be argued that among the exact algorithms, the branch and bound, presented in [16], is the best performing algorithm for the RCPSP, although it can be only useful for small instances. To streamline the search, the algorithm prunes some branches using exact dominance rules. Moreover, several different ways to improve the algorithm, which cut through dominance rules, have been developed.

The branch and bound algorithm operation in each of its stages is described below, differentiating the developments found in literature from contributions in this paper. For a better understanding some definitions are provided next.

- **Level**: the time at which a decision is made about which subset of activities is to be scheduled. Active task: a task that is executed in a time interval equal to its duration using the resources it requires. To release resources: to complete an active task, releasing the resources it requires. Eligible activity: an activity that satisfies all precedent constraints at a level. Power set of eligible activities: set of all subsets of eligible activities associated to a level, including the empty set and the set itself. Feasible subset: element of the power set that satisfies, along with the tasks that remain active, the resource constraints at a level; this element consists of eligible activities.

##### 3.1.1. Steps of the algorithm

**0) Initialization.** The algorithm starts at level zero, at time zero. The number of iterations is determined.

**1) Moving up to the next level.** The algorithm determines the next time an activity is completed and releases a certain amount of resources, so that a subset of activities from the set of eligible activities can be scheduled. When the n activities of the project have been scheduled, a feasible solution is obtained, i.e., a complete sequence whose makespan value is used for comparing it with the best solution found so far, known as the incumbent solution.

**2) Determining the set of eligible activities, the power set, sorted from larger to smaller number of activities, and the feasible subsets at a given level.** In case of a tie, they are sorted according to the numbering of the activities. It is then evaluated which of these subsets are resource-
based feasible, considering the activities or active tasks. Fig. 2 shows an example of the level 1 for the problem in Fig. 1.

At levels where there are no active tasks, e.g. level 1, it makes no sense to schedule the empty set, as this would only result in a delay in the overall project execution. However, it is possible to find the optimal sequence by scheduling the empty set at levels where there are active tasks. Nevertheless, in the set of test instances, the probability of this situation is very low.

3) Selecting the next feasible subset (per precedence and resources), for the current level in order to start its activities. If the level is explored for the first time, the first subset is chosen. When all the feasible subsets of the level have been scheduled, the algorithm moves to Step 4.

4) Backtracking down one level. The level and all activities scheduled from that time on are removed and the algorithm backtracks down one level. It is verified if the level reached is 0. If so, the algorithm is completed, otherwise, it returns to Step 3.

3.1.2. Dominance rules

Dominance rules are strategies based on mathematical reasoning developed to calculate exactly at which levels of the search tree it is no longer necessary to continue searching, as it is certain that a solution better than the incumbent one cannot be found. These rules enable regions of the feasible space where a search should no longer take place to be discarded, and thus allow greater efforts to be focused on performing iterations in other parts of the search space. Some of the dominance rules used in this paper, described below, were taken from the literature [13,14,16,31] and some others were prepared by the authors.

**Rule 1: Precedence-based and resource-based critical path.** It is used to truncate tree branches and can also be used as a stop rule. The precedence-based critical path is the well-known project critical path that can be obtained from a forward and backward review of the project network, calculating the early and late start of each activity. This estimation of the overall duration of the project only considers the structure of precedence, ignoring the resources.

The resource-based critical path (RCP) is a bound proposed by authors in this paper. It is calculated from a node to forward, only with activities that still remain to be scheduled (ω) based on the successor activities. Essentially, for each type of resource, the RCP is calculated with expression (1), choosing the longest duration. The minimum time the project would take to be completed is estimated if all activities were scheduled using all the available resources, i.e., with an efficiency of 100%.

\[
RCP = \sum_{i} \omega \cdot dura(i) \cdot CoRe(i,k) / Redi(k) \quad k = 1, 2, ..., K \quad (1)
\]

Here, k represents the type of resource; \( dura(i) \), the duration of activity i; \( CoRe(i,k) \), the consumption of resource type k by activity i; \( Redi(k) \), the total available amount of the resource type k. The critical path dominance is calculated from the precedence tree generated from each activity. The critical path by resources is calculated from the unscheduled activities in the partial solution. These two bounds can be calculated from any activity and are measured in time units. For any level, if the duration of the current partial solution plus the maximum between the RCP and the critical path is greater than or equal to the best stored time of a complete sequence, this branch of the tree should be pruned since a solution better than the current one will not be found. Thus, instead of scheduling the feasible subset of this level, the algorithm backtracks down one level.

**Rule 2: Activity at a previous level.** At each level, in step 3, when a feasible subset is to be scheduled, it is verified if any of its activities can be performed at a previous level. If so, this subset is discarded and the algorithm continues with the next subset. This is because if any activity of the feasible subset can be performed at a previous level, the resulting sequence would already have been scheduled and verified at that previous level because the branch and bound algorithm goes through the tree in a descending order according to the number of activities that can be scheduled. In this way, the partial solution being evaluated and all those that are generated from it cannot be better than the partial solution that considers the inclusion, at the current level, of any activity that could have been scheduled at a previous level. If the completion time of an activity of this type is greater than the time of the current level, the algorithm moves on to the next feasible subset. Otherwise, the entire level is discarded and the algorithm backtracks down one level.
Rule 3: Activity with the shortest duration at the same level. Fig. 3 shows an example of a diagram of this dominance, where the last scheduled activity was 3. The eligible activities are 4, 7 and 10 and the selected feasible subset contains activities 7 and 10. This dominance rule checks if the activity 4, that has the shortest duration, can be started along with activities 7 and 10. If so, this partial solution containing only the feasible subset 7 and 10 will be dominated.

Rule 4: Interchangeable activities. Successors of one activity are identified by a higher number. At each level, once a feasible subset is scheduled, the partial solution, i.e., the sequence of the scheduled activities, is analyzed, and it is verified if any activity can be interchanged with another scheduled one identified with a greater number, without violating the precedence and resource constraints. As this interchange can modify the start time of an entire set of activities, it is necessary to verify if the solution remains feasible. This test is performed for each pair of activities that do not share execution times and that, in the Gantt chart, the rightmost scheduled activity has a lower number than the activity to the left with which it is intended to be interchanged.

If a pair of activities can be interchanged, taking into account the previous conditions, the search tree should be pruned, i.e., backtracking down one level and removing that branch, since the algorithm must have already searched all sequences that can be generated from the current level in the interchanged sequence. After truncating a branch, the algorithm should move on to step 4.

In the literature reviewed, only two consecutive activities were interchanged. In this paper, we propose the general case where this verification is carried out with all previous candidate activities for exchange.

3.2. Proposed heuristic

Considering the branch and bound is the exact method that has given the best results [16], the algorithm base provides a sign of efficiency, since the branch and bound guarantees optimality. Although the hybrid heuristic proposed in this paper does not guarantee the optimal solution, it aims at reducing the computational time drastically, possibly giving up some accuracy regarding the optimum.

On the other hand, due to the way the algorithm is built, the search for sequences is carried out by considering only feasible solutions, using both precedence and resource constraints. This allows the heuristic not to worry about non-feasible solutions, unlike many other algorithms that must incorporate some mechanism to eliminate them or to penalize them.

Finally, the algorithm expansion using branches is made in such a way that in the search tree it never returns to a solution already considered. Therefore, the search is never at a standstill, i.e., it never remains stuck in a local optimal solution nor does it fall into repetitive cycles. This attribute will become an escape strategy from local optima, which is the essence of the proposed algorithm since, while it is searching at a very high level of the tree (far from the root), if it cannot find any better sequence and a larger search is desired, it can implement a rule to force itself to backtrack down one level (to get close to the root) in order to continue searching in new zones of the feasible region.

The proposed hybrid methodology, in this paper, incorporates four heuristic deterministic strategies that provide essential information and rules of movement, in order to achieve a guided and efficient search. Later, the best sequence found by the algorithm is adjusted by means of the Forward-Backward Improvement (FBI) method. A detailed explanation of each of the steps developed follows.

3.2.1. New sequence-generator scheme

A parallel sequence-generator scheme is based on the power set of the eligible activities. In order to schedule first those with the highest possibility of containing the optimal solution, at each level, this set of eligible activities is ordered in a descending way by three criteria described later on in the text. Each criterion is weighed with a weight calculated by experimentation, as detailed later, in heuristic 4. These criteria were chosen from the priority rules used to schedule activities [32], that in this research are extrapolated to be used in the scheduling of sets. After calculating such weights, the evaluation of each feasible subset is computed at each level according to the three criteria, to carry out later a descending ranking; in case of a tie, the set with the lowest activity number will be preferred.

Efficiency in the use of resources. It is assumed that the optimal sequence of any RCPSP instance should try to maximize the use of resources for each unit of time, trying to schedule activities in the most efficient way, assuming that the higher the number of resources, possibly the higher the number of activities scheduled simultaneously, and therefore, a shorter project makespan.

The total consumption of resources of each level is calculated by adding the consumption of each of its feasible subsets. Then, the proportion of resources used for each of...
these feasible subsets with respect to the total for each level is calculated.
To estimate the consumption of resources of each feasible subset it is assumed that there exists different types of resources and, therefore, for each one of these, a weighting is used to represent its importance, depending on how critical it is for the problem. The weighting of resource type \( k \) is calculated by equation (2), where \( \text{dura}(i) \) is the time length of activity \( i \); \( \text{Redi}(k) \) is the total availability of resource type \( k \); and \( \text{CoRe}(i,k) \), the use of resource type \( k \) in activity \( i \).

\[
\text{weighting}(k) = \frac{\sum_{i=1}^{n} \text{dura}(i) \times \text{CoRe}(i,k)}{[\sum_{i=1}^{n} \text{dura}(i)] \times \text{Redi}(k)}
\]  

Efficiency in releasing successor activities. The subsets of activities that release the largest number of successor activities are scheduled first, i.e., that after the first ones are finished, all the activities that had them as predecessors would satisfy the precedence constraints and would become eligible at the current level. At each level, after establishing the power set and verifying which the feasible subsets are, the total number of subsets that each feasible subset would release in the whole level is calculated, counting the repeated activities. Next, the proportion of activities released for each feasible subset is calculated, and results are ordered in a descending way according to this criterion.

Sets that minimize the project delay. This criterion, based on the CPM, considers the largest LFT (Late Finish Time) of all activities in the subset. An LFT associated to each feasible subset is calculated, adding the corresponding ratio of LFT for each feasible subset is ordered and the set relations are next feasible subset of that level. Depending on the way the whole feasible region, and to continue searching in the subsets of activities that release the largest number of eligible subsets are ranked according to strategy 1, where \( \triangle \) is calculated at each level, and results are ordered in ascending order according to such a ratio.

The purpose of this criterion is to schedule the lower LFT sets first to try to minimize the potential delay that may occur when an activity has been left out for later and scheduled at another level.

3.2.2. Allocation of iterations

The basic idea of the proposed heuristic is to guarantee exploration in all areas of the feasible region, by distributing the iterations throughout all branches. The systematic expansion is used as a strategy to avoid standstill in local optima. For instance, when half of the predetermined iterations have been executed, it would be expected that half of the feasible region has been searched, i.e., the algorithm is in the middle of the feasible subsets at each level. This does not mean that the search is performed in all the feasible subsets, but that these can be forced to change depending on the amount of executed iterations.

For each level, a counter of the number of iterations is restarted each time the algorithm moves up one level. This is because level 1 is actually the only one that keeps the total number of predetermined iterations for the algorithm. Each time that a feasible subset is scheduled at each level, the information related to the three criteria is updated, accumulating the amount of resources used, of successors released, and of minimal LFT’s, which allows the update of the corresponding ratios applying heuristic 1 explained in subsection 3.2.1. The procedure used to implement this second heuristic, is synthesized in expression (3), valid for each level, as detailed next.

\[
\alpha \left( \frac{\text{AUR}}{\text{TUR}} \right) + \beta \left( \frac{\text{ASL}}{\text{TSL}} \right) + \gamma \left( \frac{\text{ALFT}}{\text{TLFT}} \right) \leq \frac{\text{Itera} \left( \text{level} \right)}{\text{Re} \left( \text{level} \right)}
\]

The terms on the left of inequality (set relations) represent a weighted average of the three proportions, corresponding to the three criteria of heuristic 1, with weights \( \alpha, \beta \) and \( \gamma \), associated to each criterion, as defined later in heuristic 4. Numerators AUR, ASL, and ALFT, for the current subset, measure the cumulative of the use of resources, successors released, and LFT, respectively. Denominators TUR, TSL, and TLFT, for the level, measure the total of resources used, successors released, and LFT, respectively. The term on the right (iterations relation) measures the proportion between the number of iterations carried out, \( \text{Itera} \), and the number of remaining iterations, \( \text{Re} \).

If the member on the left is smaller than the member on the right, the scheduling of the corresponding level is delayed. Then, the algorithm cuts the tree at the highest level in which it is delayed to prevent stopping without exploring the whole feasible region, and to continue searching in the next feasible subset of that level. Depending on the way the feasible subsets are ordered and the set relations are computed, the hybrid algorithm makes the comparison regardless of the proportion of subsets run by level.

3.2.3. Pareto’s principle

According to Pareto’s principle, There are many causes or factors that contribute to the same effect, but only a small number contributes in a significant way to causing such an effect; that is, there are very few essential and many trivial causes; thus, a ratio of 80/20 is proposed, meaning that 80% of the effect is caused by 20% of the more important causes. To apply this principle, an experimentally computed proportion close to 60% (higher than 20% suggested by Pareto) of the eligible subsets is implemented at each level of the proposed algorithm. The computed proportion that varies depending on the problem complexity is calculated a priori for each case as shown below in strategy 4. The eligible subsets are ranked according to strategy 1, where the last ones on the list are the ones that have lower rank and therefore, have the least probability of containing the global optimum.

3.2.4. Adaptive and self-adaptive parameters

Self-adaptive parameters. Self-adaptive parameters are based on results of each of the iterations. As the branch and bound algorithm explores uniformly all the branches of the tree it is not possible, a priori, to obtain those branches that
will be pruned or the number of solutions that will not be necessary to build, since they correspond to sequences dominated by some of the rules previously explained.

A heuristic pruning of branches can lead to the use of a smaller number of iterations than the one defined initially, ignoring thus part of the search in regions where better solutions could be found. To face this problem, a strategy is implemented so that after the branch and bound heuristic algorithm finishes, it verifies if the number of iterations executed is lower than the number established previously; if so, the algorithm restarts but searches only in regions within the feasible space with the pending iterations from the previous run.

**Adaptive parameters.** Adaptive parameters are based on a priori information about each problem, taking specific values in order to improve the algorithm operation. The proposed heuristic algorithm in this paper uses four parameters, three of which intervene in expression (3), as the weights $\alpha$, $\beta$, and $\gamma$. The fourth parameter is the Pareto’s ratio of the selected subsets.

The goal of this heuristic is to use initial information about the problem to estimate, a priori, an indicator of the instance complexity, in order to adapt the values of the parameters, implementing a more aggressive strategy depending on how high the detected complexity or difficulty can be. Next the method of ranking of the instances and the complexity indices used are defined.

In the process of parameter adaptation, in the proposed heuristic, the instances of the problem are sorted first, for which an analysis was made of the academic library PSPLIB (Project Scheduling Problem Library), [18], specializing in sequencing problems, as described in section 4.

Of the complexity indices known in the literature, the inverse of the resources strength was chosen, defined as the average consumption of resources type $k$ of all the activities divided by its total availability, $R_k$, according to (4), where $r_{ik}$ is the consumption of resource type $k$ by activity $i$, and $n$ is the total number of activities. To compare the various instances of the problem, this value was averaged with the values computed for all the types of resources, defining RSI (Resource Strength Inverse), as shown in (5).

$$\frac{1}{RSI} = \frac{1}{n - 2} \cdot \sum_{k=1}^{n-2} \frac{r_{ik}}{R_k}$$

$$RSI = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{RS_k}$$

The RSI for the 480 problems of set j30 was calculated and each value obtained was matched with the computing time obtained by [18]. Results are shown in Fig. 4, where each point represents one of the 480 problems. It can be seen that in some cases, but not in others, as the RSI approaches 0.3, the computing time grows explosively; that is, if the computing time is high, an RSI close to 0.3 will be found, but a problem with an RSI close to 0.3 does not necessarily entail a high computing time. However, only a few cases do not satisfy this condition.

RSI values for which it was considered that a RCPSP instance has a high level of difficulty were computed experimentally, giving a range between 0.259 and 0.355. Instances with RSI values outside this range can be associated with a low complexity level. Then, also experimentally, the best values of the four parameters, $\alpha$, $\beta$, $\gamma$, and the Pareto’s proportion were determined, for both difficult and easy instances. Results are shown in Table I.

Finally, the FBI method, [33], also known as double justification, is applied to the solution found. This method can be used as a complement of any other meta-heuristic since it is designed to improve a feasible solution previously found, using another algorithm. It is based on the backward/forward free space between activities, understood as its free time, in which it can be moved forward or backward, several times, with the purpose of scheduling the activities in the boundaries of their slack time, obtaining, in many cases, a decrease of the makespan.

This FBI method consists in executing at least one backward and one forward pass. In the first one, all the activities are sorted in descending order regarding their completion time; then a serial schedule generation scheme is developed, in such a way that all activities are shifted to the right at the latest time (late finish). In the forward pass, the activities are sorted in ascending order regarding their start time and a serial schedule generation scheme is applied in such a way that all activities are shifted to the left allowing them to start at the earliest time (early start), as much as their space permits it. Finally, it is verified if there was a better completion time for the project.

### 3.2.5. Three stopping criteria in the proposed hybrid algorithm

**A previously defined limit of iterations.** An iteration counts both when a complete sequence is established, i.e.,
when all the activities have a scheduled start time, and when using a dominance rule, it is determined that a partial sequence cannot be better than the current best solution.

A lower bound. The algorithm stops if it reaches a theoretical lower bound, as it is known that no solution can be better than such a bound. In this hybrid algorithm the lower bound of Stinson, LBS, is used as a stopping criteria. It is described in [1].

Limit per level. The proposed hybrid algorithm distributes the iterations and continues the search depending on the proposed heuristic strategies. At each level, when all feasible subsets have been scheduled, the algorithm backtracks down one level, according to step 4, and the next feasible subset of the previous level is scheduled; if it has no next feasible subset, the algorithm backtracks down one level more. If there are no more subsets in all the higher levels, level zero is reached, where the algorithm stops because the entire feasible region has already been explored (not considering the truncated branches), using the predetermined iterations.

4. Test library and results

In [18] the PSPLIB library is proposed, which provides a set of problems for assessing the performance of the new heuristic schedule algorithms. It is available at: http://www.om-db.wi.tum.de/psplib/main.html.

Specifically for the RCPSP, there are four problem sets: j30, j60, j90 and j120 consisting of 30, 60, 90 and 120 activities, respectively. Each set has 480 problems except for j120 which has 600. In all sets, the same parameters were used to generate, and therefore they have all the difficulty levels.

In this section the set j30, consisting of 480 problems and 30 activities, was analyzed. The reason for this is that the problems in this set are the only ones where both the optimal solution and the solution time are known in an exact way and, therefore, comparisons with the algorithm developed in this research can be carried out without bias.

To evaluate the algorithm proposed efficiency, the 480 problems of the set j30 from the PSPLIB were solved. In order to validate the proposed algorithm, the percentage deviation of the found solution is calculated regarding the optimal solution (ADOS) for each instance, as shown in (6), where \( R_h \) is the solution obtained from the heuristic and \( O^* \) is the instance optimal solution. In (7), the average of these deviations is calculated to obtain an average deviation of set (ADOS). Table 2 shows a summary of the obtained results.

\[
DOS_z = \frac{R_h - O^*}{O^*} \times 100 
\]

\[
ADOS = \frac{1}{480} \sum_{z \in j30} DOS_z 
\]

In the first row, with 50,000 iterations, an average percentage deviation of 0.2436% is obtained with respect to the optimal solution, which is a highly satisfactory result.

Furthermore, as the number of the iterations increases, a lower percentage deviation is obtained, a foreseeable result that confirms the coherence of the algorithm, i.e., its proper operation.

The second row shows the standard deviation of this percentage deviation, which represents the error dispersion. In this case, deviations are small, indicating that their values are consistent and homogeneous, with little variability. Therefore, it can be concluded that the algorithm finds good results at different levels of difficulty. The third row shows the number of instances in which the proposed hybrid algorithm reaches the optimal solution. And the fourth row shows the corresponding percentage on the total of 480 instances.

Results of the proposed heuristic are comparable to ones obtained by some of the best meta-heuristic methods reported in the literature. A summary of results from these algorithms taken from [32] is shown in Table 3, where it can be seen that this research ranks number 19, being the only one in the list that uses a branch and bound as a basic algorithm and it is the only entirely deterministic heuristic algorithm of the list.

Computational complexity. The exact Branch and Bound algorithm incorporates dominance rules and, in the worst case, it should go throughout the whole feasible solution space of the RCPSP. It is well known that this problem has an NP-hard complexity [3]. However, the hybrid algorithm presented in this work, like, in general, all heuristics, greatly reduces the computational execution time, because the process is limited to the number of iterations chosen by the analyst, leaving subsequently as another component of complexity the own features of the method to construct feasible solutions [21].

In the proposed algorithm, these methods can be summarized as the use of SGS in parallel whose complexity order is \( O(n^2 \times k) \) [21] and the ordering of \( u \) eligible subsets at each level, with a complexity of \( O(u \times \log(u)) \).

5. Conclusions

There are several exact methods for the solution of the RCPSP. It is worth mentioning that the best is the Branch and Bound method because it solves the problem ensuring optimality. However, because it requires an extremely large computational effort, it is not applicable for high level complexity problems. The efficient alternative proposed in this paper is to solve the RCPSP by means of a hybrid algorithm integrating four deterministic heuristics into the branch and bound that capitalize on the advantageous characteristics of the exact algorithm but with the efficiency of the heuristic.

The reason for using the branch and bound as a base...
algorithm for formulating the hybrid heuristic lies not only on the attributes that make it attractive, but also on the missing of papers observed in the literature since this approach is not widely studied, in spite of its advantages. Thus, the purpose of this paper is to tackle the scarcity of reports related with the combination between exact algorithms, like the branch and bound, and heuristic algorithms for solving the RCPSP.

Table 3. Percentage deviation with respect to the optimal set j30.

<table>
<thead>
<tr>
<th>No.</th>
<th>Heuristic</th>
<th>Authors</th>
<th>ADOS</th>
<th>1 mil</th>
<th>5 mil</th>
<th>50 mil</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GAP – RK</td>
<td>Mendes et al.</td>
<td>0.06</td>
<td>0.02</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>GA, TS – Patch relinking</td>
<td>Kochetov &amp; Stolyar</td>
<td>0.10</td>
<td>0.04</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Decomposition</td>
<td>Debels &amp; Vanoucke</td>
<td>0.12</td>
<td>0.04</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Hybrid GA</td>
<td>Alcaraz &amp; Maroto</td>
<td>0.15</td>
<td>0.06</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>BPGA</td>
<td>Debels &amp; Vanoucke</td>
<td>0.17</td>
<td>0.06</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Scatter Search</td>
<td>Debels et al.</td>
<td>0.17</td>
<td>0.11</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>GA – Forward, backward</td>
<td>Alcaraz et al.</td>
<td>0.25</td>
<td>0.06</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Com-RBRS BF/FB</td>
<td>Tormos &amp; Lova</td>
<td>0.25</td>
<td>0.13</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>GA – Hybrid</td>
<td>Valls et al.</td>
<td>0.27</td>
<td>0.06</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>RBRS BF</td>
<td>Tormos &amp; Lova</td>
<td>0.30</td>
<td>0.17</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>GA – AL</td>
<td>Valls et al.</td>
<td>0.33</td>
<td>0.12</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>GA – FBI</td>
<td>Valls et al.</td>
<td>0.34</td>
<td>0.20</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>GA – self-Adapting</td>
<td>Hartmann</td>
<td>0.38</td>
<td>0.22</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>SA – AL</td>
<td>Bouleimen &amp; Lecocq</td>
<td>0.38</td>
<td>0.23</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>TS – activity list</td>
<td>Klein</td>
<td>0.42</td>
<td>0.17</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Sampling Random TS – activity list</td>
<td>Valls et al.</td>
<td>0.46</td>
<td>0.28</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Sampling global TS – activity list</td>
<td>Nonobe &amp; Ibaraki</td>
<td>0.46</td>
<td>0.16</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>GA – activity list</td>
<td>Hartmann</td>
<td>0.54</td>
<td>0.25</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Branch and Bound Heuristics</td>
<td>Morillo, Moreno &amp; Diaz</td>
<td>0.63</td>
<td>0.43</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Sampling adaptive-</td>
<td>Schirmer</td>
<td>0.65</td>
<td>0.44</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>GA – late join Sampling adaptive</td>
<td>Coelho &amp; Tavares</td>
<td>0.74</td>
<td>0.33</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Sampling global Sampling MLFT</td>
<td>Kolisch</td>
<td>0.74</td>
<td>0.52</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Sampling global Sampling MLFT</td>
<td>Kolisch</td>
<td>0.81</td>
<td>0.54</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>TS – Schedule scheme</td>
<td>Koers et al.</td>
<td>0.86</td>
<td>0.44</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>GA – random key GA – priority rule</td>
<td>Hartmann</td>
<td>1.03</td>
<td>0.56</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Sampling-MLFT</td>
<td>Hartmann</td>
<td>1.38</td>
<td>1.12</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Sampling-WCS-Sampling-random</td>
<td>Kolisch</td>
<td>1.40</td>
<td>1.29</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Sampling-WCS-Sampling-random</td>
<td>Kolisch</td>
<td>1.40</td>
<td>1.28</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Sampling-WCS-Sampling-random</td>
<td>Kolisch</td>
<td>1.77</td>
<td>1.48</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>GA – problem Space</td>
<td>Leon &amp; Ramamoorthy</td>
<td>2.08</td>
<td>1.59</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Source: Adapted from [32].

The proposed branch and bound heuristic hybrid algorithm uses the scheme of branch expansion proper to branch and bound, but built with the best sets at each time level where some set of activities can be scheduled (heuristics 1) but it does not tackle all the sets, only those with a higher probability of containing the optimum (heuristics 3). Besides, the tree is pruned at each level so as to force a search in the whole feasible space, according to the available iterations in a deterministic manner, this being the most important phase of the algorithm because it is the one that allows the escape from local optima (heuristics 2). In the same way, the parameters to obtain a better performance are adjusted using the information from each problem (heuristic 4). Finally, an FBI improvement is made to the solution obtained.

Results show that solutions can be obtained that are competitive with alternative algorithms commonly used for solving the RCPSP. The hybrid algorithm proposed in this research uses a basic exact algorithm, incorporating heuristic deterministic rules in order to increase its efficiency. Due to its favorable results, this approach could be considered as a starting point for future work along this research line.
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