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Abstract
Vast sections of the planet face either a dearth of ground-based weather stations or are hampered by the poor quality of those in service. In response, researchers are forced to turn to climate field databases, as they constitute a source of reliable information for local studies. Insofar as the Amazon region, these databases prove to be valuable given their open-access platform and the fact that this expansive region possesses few quality stations (coupled with insufficient temporal coverage). However, before basing research on such archives, this information should be compared against in situ station measurements. Then, the present study assesses the validity of temperature and precipitation information furnished by University of Delaware’s database (UD-ATP) by means of a comparison with the open-access information available from Climate Explorer project (CLIMEXP). Results show that UD-ATP database offers better precipitation data representation, especially on Brazil, which is perhaps the effect of higher-quality and larger-quantity observed data.

Keywords: time series of interpolated climate fields; precipitation; temperature; South America; Amazon region.

1. Introduction
For regions as massive as the one occupied by the Amazon Rainforest, climate variables are notorious for being incomplete, fragmented and outdated. Together, these inconveniences comprise the primary limitations faced by climatologists. In general, meteorological station data for the Amazon is not uniform in spatial or temporal terms. The construction of evenly distributed grids is crucial to climate analysis, seeing as these are the principal sources for variables in regions removed from measuring stations; in addition, they facilitate local studies in inaccessible regions which lacking information [1-3]. Disciplines benefitting from these interpolated grids are as diverse as: agriculture, biological sciences, hydrology, water resources management, and climate change studies [1,4-6].

On a global scale, high-resolution fields of climate variables are found for long-term monthly averages. For example, Hijmans et al. [4] built monthly average grids for
the years 1950-2000 that take into account precipitation and temperature with 30° (~1 km) spatial resolution; New et al. [5] laid out monthly averages for eight climate variables and a wide range of statistics extracted from data for 1960-1990 with 10° (~20 km) spatial resolution. Yet, while time series have been constructed to cover the entire planet, spatial resolution has turned out to be much harder to achieve, possibly due to the spatial and temporal gaps plaguing the data. For the most part, global databases rely on interpolation with a spatial resolution of 0.5° (~50 km); one of the most well-known is that developed by the Climate Research Unit (CRU) at the University of East Anglia, most recently updated to encompass the period spanning 1900-2012 [6-8]. These climate field time-series databases often stem from the direct interpolation of station data, which grants the highest spatial resolution and greatest length of time [9-11]. Likewise, there is the inclusion of satellite-based observations to assist in the process of interpolation, providing information ranging from 1970 to today [12]. Another method is the reanalysis of observed data in climate models, although this method only covers relatively short periods [13-15].

Nevertheless, interpolated climate-variable maps for specific areas are assembled with extremely high spatio-temporal resolution. From these sets of quasi-continental databases, we highlight the work of (i) Jeffrey et al. [16] for Australia, which depicts precipitation, maximum and minimum temperature, evaporation, solar radiation and vapor pressure information all at 10’ spatial resolution, and daily temporal resolution (1890-2000 or 1957-2000, depending on the variable in question); (ii) interpolated precipitation and temperature grids constructed for Europe on a daily basis (1950-2006) at 25 km spatial resolution [1]; (iii) the precipitation and temperature database built by Hutchinson et al. [17] for Canada on a daily basis (1961-2003), and 5’ spatial resolution. Database resolution can be even better, at least in spatial terms, when the study is restricted to a smaller area and the information required to carry out the interpolation is of high quality: Perry and Hollys [18] built monthly fields (1961-2000) for 36 variables for the United Kingdom, with 5 km spatial resolution. In the case of Spain, Herrera et al. [19] made daily precipitation and temperature fields (1950-2003) with a spatial resolution of close to 20 km. Additionally, Hurtado-Montoya and Mesa-Sánchez [20] provide invaluable information for Latin America, insofar as it provides monthly historical precipitation grids for Colombia with high spatial resolution by virtue of an optimal integration of updated information and distributed grids (satellite images and re-analysis). Here, the downside is that the interpolated period only runs from 1975 to 2006, and, at the time of writing the present document, restrictions regarding access to this information were in effect.

Ground station information for the Amazon region, located in the northern part of South America is not complete. Most stations in the territory are concentrated in the mountainous region of the Andes range, or near the Brazilian coast. In effect, this concentration leaves large tracts of open jungle plains void of either quality information or with sufficient temporal length. As a way of tackling this information scarcity, researchers look to interpolated databases. Precisely here is where databases like the University of Delaware’s Air Temperature and Precipitation database (UD-ATP) comes into play. The database’s key features include: open access, more than 100 years of information from across the entire planet with 0.5° spatial resolution, and monthly temporal resolution. Database assessment is indispensable, and the present study has taken on this task, through the validation of UD-ATP precipitation and temperature variable for northern South America. For the purposes of the present study, validation means comparing the UD-ATP data to ground station data obtained via the Climate Explorer (CLIMEXP) webpage using a set of statistical analyses (the Pearson correlation coefficient –R--; and the Kolmogorov-Smirnov –KS-- test), in order to verify the fit of probability distributions from station-collected data to those of interpolated grids. Finally, annual cycles from observed data against interpolated grid data were compared, using the normalized root-mean-square error (NRMSE).

2. Study area and data

2.1. Study area

The study area spans 20°S to 15°N and 85°W to 35°W (see Fig. 1), which corresponds to the northern portion of South America, where the Amazon basin is located. For this region, the CLIMEXP ground-station data, and precipitation and temperature grids from the UD-ATP database, were employed.

2.2. UD-ATP interpolated grids

The UD-ATP information consists of monthly grids of total precipitation and average temperature values for 1901 to 2010 (version V3.01), with 0.5° spatial resolution (approximately 50 km close to the equator) and grid-points centered at 0.25°. These archives encompass all emerged surfaces on Earth (read: dry land areas), relying on 720 x 360 x 1332 pixilation.

The interpolation process, as it pertains to the construction of monthly fields, is explained by Matsuura and Willmott [10,11]. In broad terms, their study collects a myriad of pieces of data from the ground stations that form part of the Global Historical Climatology Network (GHCN2) and gleans data from local agencies supporting the project.

2.3. Climate Explorer (CLIMEXP) ground stations

The ground-based data utilized for this study’s comparison of grid data come from the CIMEXP (CLIMEXP; [21]), which belongs to the Koninklijk Nederlands Meteorologisch Instituut (KNMI; known in English as the Royal Netherlands Meteorological Institute). Without any sort of financial expectation, CLIMEXP gathers precipitation and temperature variables, among others. The provenance of these variables is global, in line with the project’s goal of sharing this invaluable information globally and free of charge. The webpage was selected because it contains current research and boasts the most precipitation and temperature weather stations with monthly registries in
the study area. Ground-based station location and record length can be observed in Fig. 2. It is important to bear in mind that the record length is that reported on CLIMEXP, without removing years missing registry data. This situation was seen to occur with some frequency.

3. Preliminary data treatment

3.1. Trimming the UD-ATP interpolated grid

Interpolated grids provide information for the entire planet with 0.5° spatial resolution. In order to trim the grid down for the appropriate study area, NCO (netCDF Operators; [22]) commands were utilized. This procedure creates an archive with nothing more than the data pertaining to the study area. Once the archive was fine-tuned, R software, in tandem with a number of support libraries (notably, the library ncdf makes it easier to manage netcdf files; [23]), allowed us to verify the proper selection of information. As seen in Fig. 1., average yearly (multi-year) precipitation and temperature maps were developed based on time series for monthly interpolated grids from the UD-ATP.

3.2. Selecting and filling gaps in CLIMEXP data

The CLIMEXP registry possesses a variety of in situ measurement stations located across Earth. In order to focus the validation procedure on the study zone, the stations within the aforementioned area were extracted from the CLIMEXP database. Fig. 2 includes maps representing where precipitation and temperature data information are found in the region, showing not only the temporal irregularity of the registries, but also that of the spatial coverage of the stations.

In the relevant study area, we identified 3979 rain gauges. Of these, not all were deemed appropriate for analysis, given that some stations do not meet the criteria established for this study. With regard to these criteria for station selection, the first criterion is of a temporal nature: all those dating back less than 25 years were discarded. It is worth mentioning that great care was taken to fill the missing data for years with gaps of 3 months or less, as per the normal ratio method described by Subramanya ([24], p. 26). Nonetheless, it was quite common to stumble across completely data-free years, a fact which ineluctably forced us to opt for either trimming or abandoning certain time series. The second criterion was geographic: for interpolated grids with 50x50 km² pixels size, each one suffers from high variability in terms of precipitation and temperature data, especially in mountainous regions. In the case of precipitation, those pixels with at least two ground-based measurement stations were employed. A grand total of 280 precipitation stations spread out over 105 pixels in the study zone were chosen, and temporal coverage runs from 25 to 80 years. Fig. 3(a) portrays the spatial location of the selected pixels along with their temporal registry. Readers are reminded that the amount of time in the figure implies that all stations within the pixel report complete data for the same temporal window.
This method establishes the neighbor relations among stations located near one another in order to fill out the missing data. For this study “near” was taken to signify that the problem and all support stations fall within the same pixel. Each station was then equally weighted as part of the calculation of missing values.

4. Methodology and results

To reiterate, this paper verifies the UD-ATP interpolated grid data by comparing said dataset with the ground-based weather stations reported in CLIMEXP. With an eye towards ensuring the independence hypothesis of the data, in-situ station data were averaged on a monthly basis for all CLIMEXP stations inside each pixel, resulting in two time series for each pixel studied. While the first time series represents the average of station data, the second represents the UD-ATP grid data in each pixel. Finally, both series were trimmed using the same time window.

An example of the time series obtained for each pixel (analyzed in accordance with the procedure outlined in the previous section) is presented in Fig. 4, with the center placed at 76°15’W-3°15’N. From here on out, this pixel will be discussed as the “pixel-example.” This “pixel-example” encompasses part of Southwest Colombia, ranging in elevation from 950 m above mean sea level (amsl; the Cauca River Valley) to 4250 m amsl (the peaks of the Central Colombian Andes), close to the Huila Summit. The pixel’s center, however, is situated at roughly 1050 m amsl.

For rainfall, three gauge stations were counted on to arrive at the series for observed data (between 1953 and 1989); however, for temperature, there was only one reliable station (1951-2010). The dispersion diagram included in Fig. 4(d) evinces a systematic positive deviation from the interpolated temperature grids when compared to the station data. Nevertheless, this deviation is not seen in the pixel’s constructed precipitation series (Fig. 4c).

To objectively measure the deviations between observed and UD-ATP series, a handful of analytical tools were used: a) deviation calculation between yearly cycles calculated for each series, b) comparison of empirical probability distributions constructed for both datasets (yearly and seasonally) and c) a correlation test to confirm temporal coherence among the data. All of these steps are explored in further detail below.

4.1. Yearly cycle analysis

Yearly cycle analysis allows us to check whether the UD-ATP adequately mimics the intra-yearly variability of the variables, a situation of particular importance because, for example, temperature abides by seasonal cycles in areas located far from the equator. Yet, for tropical zones, rainfall displays two peaks associated with the Intertropical Convergence Zone (ITCZ) passing over these regions.

Averages for observed and UD-ATP series for each variable and each month, including a 95% confidence interval (95% CI), where computed. Confidence intervals were calculated assuming normality—per Eq. (2)—in spite of the fact that the short registry time span of some pixels potentially complicates this assumption:

![Figure 3. Pixel location for (a) precipitation and (b) temperature —color scale indicates the amount of time covered by a selected registry (in years). Source: Authors’ own compilation.](image-url)
\[ \bar{x} - z_{a/2} \frac{s_x}{\sqrt{n}} \leq \mu \leq \bar{x} + z_{a/2} \frac{s_x}{\sqrt{n}} \]  

(2)

where
\[ \bar{x} \] = Average value of \( x \) for each month, calculated with the observed data.
\[ z_{a/2} \] = Normal significance value \( a/2 \). If significance is 0.05, then \( z_{a/2} \approx 1.96 \).
\[ s_x \] = Standard deviation for \( x \) each month, calculated with the observed data.
\[ n \] = Number of data used to calculate \( \bar{x} \) and \( s_x \).
\[ \mu \] = Expected value of \( x \).

Yearly precipitation and temperature cycles can be consulted in Fig. 5 for the pixel-example. As expected, the UD-ATP better reflects the annual rainfall cycle than the annual temperature cycle, reinforcing the systematic deviation of the latter dataset for the UD-ATP database versus its representation by CLIMEXP (observed data).

To calculate the degree of deviance between the interpolated and observed yearly cycles, the Mean-Squared Error was used, normalized to fit within the variable’s range, which is known as the Normalized Root-Mean-Square Error (NRMSE); the NMRSE helped determine an independent metric of variable magnitude. (i.e. a way to compare deviations in rainy Amazonian regions and arid Peruvian coastal regions, was sought). NRMSE, though, requires the prior calculation of the Root-Mean-Square Error (RMSE; [25]), which is expressed below:

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{12} (\bar{x}_{\text{obs}-i} - \bar{x}_{\text{udatp}-i})^2}{12}} \]  

(3)

where
\[ \bar{x}_{\text{obs}-i} \] = Average variable value for month \( i \), calculated with CLIMEXP data.
\[ \bar{x}_{\text{udatp}-i} \] = Average variable value for month \( i \), calculated with UD-ATP data.

Completing this step leads us to the NRMSE -Eq. (4)-:

\[ NRMSE = \frac{RMSE}{x_{MAX}-x_{MIN}} \]  

(4)

where
\[ x_{MAX} \] = Maximum value of monthly average (multi-year) for the variable (i.e. rainiest month of the year or highest average temperature).
\[ x_{MIN} \] = Minimum value of monthly average (multi-year) for the variable (i.e. driest month of the year or lowest average temperature).

After computing NRMSE for both variables and all pixels analyzed, the maps shown in Fig. 6 were created. On one hand, precipitation saw the gauges exhibiting the lowest NRMSE clustered in Brazil; for the country, 67 pixels were studied, of which 56 had an NRMSE value below 10%. Overall, gauges in other countries performed in a more hit-or-miss fashion: from a group of 38 pixels, only 20 had an NRMSE value less than 10%. But,
Figure 6. NRMSE values for precipitation (a) and temperature (b) (expressed as percentages)—the table (c) briefly summarizes the number of pixels for NRMSE ranges. Source: Authors’ own compilation.

Temperature errors were greater still—only 26 of the 87 pixels possess NRMSE values of less than 10%, with 16 presenting values greater than 100%.

4.2. Goodness-of-fit test for comparing data distribution

The present study employs the Kolmogorov-Smirnov (KS) goodness-of-fit test for two samples. This test allows us to evaluate the fit of any distribution to a dataset by way of comparing the reference’s cumulative distribution function (CDF) to the data’s empirical CDF. One of the primary benefits of the KS test is that it compares the probability distributions for both datasets without needing to estimate the theoretical distributions for either a priori. It is precisely this strength that makes it well-suited to the present study. The test was used to find out the fit of precipitation and temperature distributions for in situ weather stations (CLIMEXP database taken as reference distribution) and distributions for the same variables in the corresponding pixel using the UD-ATP database.

4.2.1. Computing empirical non-exceedance probabilities

To carry out the KS goodness-of-fit test, empirical non-exceedance probabilities must be assigned to the data (both observed and UD-ATP), ordering them in ascending order. Said probabilities were calculated using probability plotting positioning, which plots yearly time series and estimates a variable’s probability of exceeding each value [26], [27]. The general equation reads as follows:

\[ P[X < x_i] = \frac{i-a}{n+1-2a} \]  

where

\[ P[X < x_i] = \text{Empirical probability of no exceedance for the } i\text{-th datum } x_i. \]

\[ i = \text{Data order within the series (ascending).} \]

\[ n = \text{Sample size.} \]

\[ a = \text{Parameter of the plot position, which depends on the distribution to which it will be adjusted.} \]

This study employed Weibull’s formula to calculate the non-exceedance probabilities, a formula applicable to any distribution. In this case, \(a = 0\), which in turn translates into a simplified version of Eq. (5):

\[ P[X < x_i] = \frac{i}{n+1} \]  

4.2.2. Goodness-of-fit test p-value

As mentioned above, the KS goodness-of-fit test for two samples is a non-parametric test that assesses the “equality” of two probability functions for two independent samples, determining the maximum distance between the CDF based on the samples. Doing so implies that the precipitation/temperature time series should be obtained from the CLIMEXP database, and those corresponding to the UD-ATP database. The two-tailed KS goodness-of-fit test is as follows:

\[ D_{m,n} = \text{MAX}[S_m(x) - S_n(x)] \]  

where

\[ S_m(x), S_n(x) = \text{Empirical CDF of the independent samples calculated with Eq. (6).} \]

\[ m, n = \text{Sample size (even though the present study always saw } m=n; \text{ inside each pixel, both the CLIMEXP and the UD-ATP series, share the same time span).} \]

It has been shown that asymptotic distribution meets the following standards [28]:

\[ \lim_{m,n \rightarrow \infty} P \left[ \frac{m+n}{m+n} \cdot D_{m,n} \leq d \right] = L(d) \]  

where \( L(d) = 1 - 2 \cdot \sum_{i=1}^{\infty} (1)^{i-1} \cdot e^{-2i^2d^2} \). Finally, the p-value of the test is calculated thusly:

\[ p(d) = 1 - L(d) = 2 \cdot \sum_{i=1}^{\infty} (1)^{i-1} \cdot e^{-2i^2d^2} \]  

Generally speaking, if the p-value is greater than \(\alpha\) (the statistical significance level), the null hypothesis is accepted, thus \(S_m(x) = S_n(x)\). Well known significance values are 0.01 and 0.05, which are frequently used in several statistical tests.
4.2.3. Results for the goodness-of-fit test

The KS goodness-of-fit test was undertaken for each pixel studied. The time series were split into yearly and seasonal periods, according to seasons occurring in the northern hemisphere: winter (December-January-February); spring (March-April-May); summer (June-July-August); and, autumn (September-October-November). For the sake of clarity, precipitation is defined as the depth of rainfall in each analyzed period (yearly or seasonal), for each year in the registry, while temperature is defined as the average air temperature computed for each analyzed period.

Pixel-example results obtained are visually represented in Fig. 7, where the cumulative empirical probability distributions calculated for precipitation are graphed. The p-value proved to be greater than the significance value ($\alpha = 0.05$) in every case; this fact leads us to conclude that the distribution of UD-ATP data does indeed adjust to the observed data, though the p-value calculated for temperature in the pixel-example is virtually zero for all tests (not shown), in and of itself an expected situation in light of the previously run tests. Armed with results for each pixel, the maps seen in Fig. 8 were developed; these maps differentiate p-values according to varying significance values (p-value < 0.001 being the worst fit, and p-value > 0.05 indicating that the distributions equal using a good significance value).

Overall, precipitation results were good (see Table 1), even for the Andean region. This implies that the UD-ATP precipitation data reproduces the data observed by ground-based weather stations. Thus, it is possible to rely upon the UD-ATP for areas lacking high-quality data. When looking at the figures, readers should not forget that “summer” was the most deficient season with respect to the number of properly adjusted pixels, which can be chalked up to a concentration of pixels analyzed in Brazilian territory; that is, a territory for which the boreal summer (June-July-August) exhibits low rainfall values. That notwithstanding, the rest of the periods analyzed saw 80% of their pixels well-adjusted, especially true for the Andean countries (Colombia, Ecuador, Peru and Venezuela), where, despite the fact that some pixels have less than stellar performance, the majority have a p-value greater than 0.05. Perhaps this is due to the effect of the Andes on the variables studied. In other words, this geographical feature may cause problems in the interpolation, in addition to the widely recognized precarious nature of weather stations located on mountain ranges.

Temperature, on the other hand, produced poor results (see Fig. 9). As Table 1 evinces, more than half of the pixels had p-values of less than 0.01 for all periods investigated. Though detection of spatial behavior is no easy task with these results, on the whole, the fit for the Amazon Basin and the Brazilian Highlands are better than for the stations located in Andean countries. The latter group ended up demonstrating undesirable adjustments, no doubt attributable to the bulwark known as the Andes Mountain Range, with the concomitant topographical challenges imposed on variable interpolation (mentioned in the previous paragraph). When discussing the results, it is essential to be forthright about the risks of imposing the temperature characterization for a vast area (50x50 km$^2$) on only one station. Is very likely that the temperature station is not located close to the pixel center, and if so, it does not represent the temperature variability within the pixel.

4.3. Pearson correlation coefficient

The covariance measures the tandem change of two random variables, which implies that if large values for one of the variables correspond to large values for the other, with the same situation playing out for low values, then covariance is said to be positive. If this is not the case, and low values for one variable match high values for the other, then the covariance is said to be negative. Consequently, covariance indicates the linear relation trend among variables. Nevertheless, sometimes it is hard to explain or interpret the covariance, because it depends on both the magnitude and the units of measurement of the variable. This difficulty can be overcome using the Pearson correlation coefficient (denoted by $R$) calculated between series. The Pearson correlation coefficient could be interpreted as the normalized version of covariance. The correlation coefficient is distinguished by the fact that it is always comprised between -1 and +1, where +1 is a perfect positive correlation [28].

The project at hand expected, and saw, observed data to be strongly positively correlated to the UD-ATP data (i.e. $R$ values near +1). Furthermore, negative correlations were not expected to be encountered as correlations of this sort would indicate temporal inconsistencies between observed and interpolated grid data. The Pearson correlation results for each pixel can be found in Fig. 10. Both variables have more than 70% of their analyzed pixels with $R$ values above 0.8, but the proportion of pixels for temperature that are poorly correlated (that is, $R < 0.5$) is smaller than the proportion of the precipitation pixel.
Insofar as the correlation coefficient’s spatial distribution, neither variable led to identify any discernible spatial pattern.
Results stemming from the goodness-of-fit test reinforce the notion of interpolated precipitation data reliability. Here, pixels for the Andean chain are good, even if they are available in lesser quantity than for the relatively flat regions found in Brazil. The value of such data does not speak for temperature: results for temperature reflect the poor approximation of UD-ATP database for the entire area studied as regards this variable, nowhere more than areas pertaining to mountainous regions.

Cross-correlation analysis led to good results for both variables. Precipitation saw its worst results concentrated in the northern Peruvian coast, a very dry zone, and in Brazilian territory, where result quality fluctuated from pixel to pixel. As has been the case, UD-ATP temperature performance was not strong in this facet. Additionally, it behoves us to point out that spatial distribution does not define any sort of pattern for temperature data.

Lastly, the authors urge that further attention needs to be paid to developing climate databases with high spatial resolution. Such databases are indispensable for the study of areas with strong climate gradients, although we stress the fact that high resolution does not necessarily translate into better data.
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