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Abstract

The main objective of the project management team is to implement the project taking into consideration the Budget, schedule and constraints. In addition, project accomplishment, especially with large projects, requires the project to be correctly envisaged. Earned value (EV) management is a valuable technique for analyzing and controlling the performance of the project and predicting the total cost before its completion. Thus, fuzzy systems such as Adaptive Network based on the Fuzzy Inference System (ANFIS) and Parallel Structure based on the Fuzzy System (PSFS) are used to predict the project completion time. In this paper, the plan value diagram is used to predict the earn value diagram using three methods. These three methods are based on the PSFS and Neural Networks (NNs), which help with the implementation of the projects in organizations. The results of these three methods decreased the prediction error of the EV diagram by up to 2%.

Keywords: Earned Value, Plan Value, ANFIS, PSFS, Neural Network.

Estimación optima de terminación el tiempo del proyecto y diagnóstico de la falla en el proyecto

Resumen

El objetivo principal del equipo de gestión del proyecto es poner en práctica el proyecto con respecto al presupuesto, horario y cubrir las limitaciones del proyecto. Además, la realización del proyecto (especialmente los grandes proyectos,) requiere la predicción adecuada del proyecto. Gestión del valor ganado es una técnica valiosa para el análisis y control de la ejecución del proyecto y predice el costo total del proyecto antes de la finalización del proyecto. Por lo tanto, Fuzzy sistemas tales como la Red de adaptación basada en Fuzzy sistema de inferencia (ANFIS) y Estructura paralela basada en el Fuzzy Sistema (PSFS) se utilizan para predecir el tiempo de finalización del proyecto. En éste artículo, el diagrama de valor del plan se utiliza para predecir el diagrama valor en tres métodos. Estos tres métodos se basan en los PSFS y Redes Neuronales que son capaces de ser poner en práctica los proyectos en las organizaciones. Los resultados de estos tres métodos disminuyeron el error de predicción del valor obtenido diagrama de hasta 2%.

Palabras clave: Valor Ganado, Valor del Plan, ANFIS, PSFS, NN.

1. Introduction

Earned Value Management (EVM) is a project management technique used to measure project progress in an objective manner. It is a technique used to control and manage projects by combining dynamic project data and expressing it usefully, highlighting risks and measuring the project [1]. The EVM method provides early indications of project performance to highlight the need for eventual corrective actions [2]. Nowadays, implementing Earned Value (EV) techniques has many benefits and would enhance the project’s cost and scheduled performances. However, the research on the EV is very restricted. Fig. 1 shows Plan Value (PV), EV and AC curves in EVM.

There are two basic approaches in the literature: model-based and statistical methods to solve the EVM problem. The
A model-based approach is based on the assumption that there is enough prior information to build an accurate model. Naeni et al. developed a new fuzzy EV model which had the advantage of developing and analyzing the EV indices, as well as the time and the cost estimates when there is uncertainty [3]. The developed model is very useful in evaluating the progress of a project where uncertainty arises. Vandevoorde and Vanhoucke concluded that the most reliable method for estimating time at completion is the Earned Schedule (ES) method [4].

They were the first authors who widely compared the three time prediction methods and tested them with a simple one activity project and a real life data set. A reliable forecasting method of the final cost and duration is proposed by Lipke et al. to improve the capability of project managers for making informed decisions. They use data from 12 real life projects to improve the capability of project managers to be able to make informed decisions by providing a reliable forecasting method of the final cost and duration. Hunter et al. focused on the implementation of EVMS on the Radiation Belt Storm Probes (RBSP) project, explained EV processes and the implementation's cost and analyzed the benefits of EVMS to provide insight into cost/benefit considerations for other projects regarding EVMS implementation [5]. Acebes et al. proposed an innovative and simple graphical framework for project control and monitoring in order to integrate the dimensions of project cost and schedule with risk management, thus extending the EV methodology [6]. They build a graphical methodology to know when a project remains "out of control" or "within expected variability" during the project lifecycle. With this aim, they defined and represented new control indexes and new cumulative buffers. Cioffi presented a new notation for the EV analysis to make EV mathematics more transparent and flexible [7].

Plaza and Turetken present a spreadsheet-based decision support tool that automates the calculations and analyses in EVM/LC [8]. Von Wangenheim presents an educational board game to reinforce and teach the application of EVM concepts in the context of undergraduate computing programs, complementing expository lessons on EVM basics [9]. The game has been developed based on project management fundamentals and teaching experience in this area. The results point out a very positive effect of the game on social interaction, engagement, immersion, attention and relevance to the course objectives. The objective of Elshaer’s paper is twofold: the first being to study the impact of the activities' sensitivity information on the forecasting accuracy of the ESM method [10]. The second is to test the claim that in normal conditions the project performance indicator provided by ESM at higher work breakdown structure is reliable. Vanhoucke presents two project tracking methods to address project problems [11]. In this paper, a bottom-up and a top-down project tracking approach within a corrective action framework is applied to a large and diverse set of fictitious projects which are subject to Monte-Carlo simulations to simulate fictitious project progress under uncertainty. Maravas and Pantouvakis proposed a new method to calculate project cash flows, in which the cost and duration of each activity are understood as fuzzy numbers [12]. Yao et al. present a fuzzy, stochastic, single-period model for cash management to provide financial decision makers with more insight into real cash management problems [13]. Mortaji et al. developed an efficient approach to calculate Estimate At Completion (EAC) [14]. Artificial Intelligence (AI) methods are used in different fields and have attracted much attention [15-17]. Cheng et al. employed AI approaches including fuzzy logic, K-means clustering, a genetic algorithm, and Neural Networks (NNs) to gain strategic control over project cash flows [18]. The evolutionary fuzzy support vector machine inference model for time series data as an alternative approach is presented by Cheng and Roy to predict cash flow [19]. Warburton proposes a formal method to include time dependence into EV management [20]. The model requires three parameters: the reject rate of activities, the cost overrun parameter, and the time to repair the rejected activities. The model is built on the well-established Putnam-Norden-Rayleigh (PNR) labor rate profile, which is a useful representation for large software projects.

Statistical approaches try to analyze series of observations that are obtained by the system and then they predict the future behavior. Many recent prediction theories have been developed based on statistical approaches due to the complexity of building an accurate model. However, intelligent systems such as NNs and fuzzy or a hybrid methods like Adaptive Network based on Fuzzy Inference System (ANFIS) have relatively large errors and cannot be applied to real projects [21,22]. The fuzzy systems can easily address uncertainties that exist in the complex physical systems behavior. Adaptive learning algorithms can generate fuzzy rules to predict chaotic time series when knowledge about the system and the input-output format of the numeric data is available [23]. Time series estimating based on Parallel Structure based on Fuzzy System (PSFS) is one of the methods used for this purpose [24]. PSFS consists of a number of parallel fuzzy systems. Each fuzzy system estimates the future value of the signal based on older signals with different time samples. PSFS considers the final estimation value based on the average output of each fuzzy system, except the minimum and maximum values [25].
A continuous increase in the complexity, efficiency, and reliability of modern industrial systems necessitates continuous development in the control and fault diagnosis theory and practice. This is associated with the increasing demands for higher system performance and product quality on one side and more cost efficiency on the other. The complexity and the automation degree of technical processes are also continuously growing. This development calls for more system safety and reliability. Today, one of the most critical issues surrounding the design of automatic systems is system reliability and dependability [26]. A traditional way to improve the system reliability and dependability is to enhance the quality, reliability and robustness of individual system components like sensors, actuators, controllers and computers. Even so, a fault-free system operation cannot be guaranteed. Process monitoring and fault diagnosis are therefore becoming an essential ingredient in a modern automatic control system [27]. The overall concept of fault diagnosis consists of the following three essential tasks: Fault detection: detection of the occurrence of faults in the functional units of the process. These lead to undesired or intolerable behavior of the whole system. Fault isolation: fault diagnosis system outputs are also alarm signals that indicate the occurrence of the faults or classified alarm signals that show which fault has occurred. The additionally provide information about the type or magnitude of the fault that has occurred [26,27].

In this paper, the plan value diagram is used to predict the earn value diagram using three methods. These three methods are based on the PSFS and NNs, which implement projects in organizations. The results of these three methods decreased the predicted error of the EV diagram by up to 2%.

This paper is organized as follows: In section 2, the structure of the new PSFS is presented. Section 3 shows the simulation. The NNs models are illustrated in section 4. A comparison of these techniques will be expressed and presented in section 5. Finally, in section 6, conclusions are made.

2. Proposed parallel structure based on fuzzy systems

PSFS is made by some fuzzy systems that have parallel connection and it is used for predicting time series. As shown in Fig. 2, the fuzzy system used in PSFS is ANFIS network, which includes 6 inputs, 1 output and 64 rules.

PSFS wants to predict the \( \hat{x}_p(k+r) \) this is the data value in time step \( (k+r) \). P-th fuzzy system has an output \( \hat{x}_p(k+r) \) that is based on previous data \( \hat{x}(k+r-p), \ldots, \hat{x}(k+r-mp) \). PSFS can calculate the value of \( \hat{x}(k+r) \) based on different outputs of fuzzy systems \( \hat{x}_1(k+r), \hat{x}_2(k+r), \ldots, \hat{x}_N(k+r) \). PSFS calculated the final value of \( \hat{x}(k+r) \) by averaging the measurements between all fuzzy system outputs except maximum and minimum values. This value is shown in eq. (1).

\[
\hat{x}(k+r) = \frac{1}{N-2} \sum_{i=1}^{N} \hat{x}_i(k+r) - \max \{ \hat{x}(k+r) \} \\
- \min \{ \hat{x}(k+r) \}
\]

(1)

The proposed PSFS is composed of multiple parallel fuzzy subsystems, which are used for time series [28]. Fig. 3 shows the proposed PSFS. The PSFS consists of the N parallel fuzzy subsystems FS1, FS2... FSN. Each fuzzy system for a specific time with index \( k+1 \) predicts a value for the time series. The PSFS consequence predicts the end value \( \hat{x}(k+r) \), in terms of the particular decision making.

In the previous PSFS structures, the average outputs of the fuzzy networks are considered as outputs that eliminate the maximum and minimum in each algorithm. Eliminating values will lead to missing information when the outputs of fuzzy networks are close to each other. By comparing the network output variance, the decision will be made to eliminate, or not, the extreme values in the proposed algorithm.

Firstly, the new algorithm is calculated based on output variance of a fuzzy network \( \{ \hat{x}_i(k+r) \}_{i=1}^{N} \), and also the standard deviation represented by \( \sigma_T \). After that maximum output is calculated \( \max_{1}^{N} \hat{x}_i(k+r) \), then it is removed from the list of data. The new variance is calculated by N-1 of the remaining samples and represented by \( \sigma_{max} \). If \( \sigma_T > \kappa \sigma_{max} \) then data is sparse, so maximum a value must be removed by the previous algorithm; otherwise, the maximum value is set to zero. This process is also applied to minimum output. In the simulation step the K value is set to three.
3. Simulation

To facilitate network training and to prevent its divergence (discontinuity points), this paper undertakes an innovation. The input data includes the plan history and the project operation, as shown in Fig. 4. In this figure, the first half of the bell is considered as the plan, and the second half shows the activity operation.

1400 pieces of data are used to train the ANFIS network. Using these data, four ANFIS networks are trained with steps \( P_1=2 \), \( P_2=3 \), \( P_3=4 \), and \( P_4=5 \). Then, to test the trained networks with 200 further pieces of data, \((3P+1)\) of the train data are used to generate the PSFS outputs. Finally, the generated data is compared to the original signal. The dataset (j303_10) that was generated by ProGen for RCPSP Kolisch and Hartmann is used in this paper [29]. A developed program was used in [30] by using VBA-MSP tools in Microsoft Project in order to generate periodical data.

It can be assumed that the operation plan is implemented until time 30 in order for a fault to be detected. To diagnose the fault, the absolute value of the error curve of the PSFS network should be measured with the curve output of the plan value at time \( E_1 \). Also, the absolute value of the project output curve should be calculated by the plan value curve at time \( E_2 \). By comparing these two values an error in the system can be addressed. Fig. 5 shows the progress plan and actual data for \( p_1 = 2 \), \( p_2 = 3 \), \( p_3 = 4 \) and \( p_4 = 5 \), respectively.

![Figure 4. The input data includes the history of the program and project progress.](image)

Source: the authors.

![Figure 5. Comparing the progress plan and actual data for \( p_1 = 2 \), \( p_2 = 3 \), \( p_3 = 4 \), and \( p_4 = 5 \), respectively.](image)

Source: the authors.
4. Neural network-based method

The NN has many applications, estimation being one of them. By using the NN in estimation, the subsequent data will be estimated, and a set of data with a good accuracy will be used [31]. Assume that N projects have been undertaken by a company, and the PV and EV diagrams of these projects are available. The purpose is now to estimate the EV diagram of the project N+1th using its PV diagram. There are two methods of doing this: the future state method, and by using previous data.

In the prediction problems with NNs, the future state prediction of a system is based on its previous state [31]. Since high precision and speed have a priority, different methods exist to implement networks that are similar to each other. Fig. 6 shows the proposed structure:

4.1. The first method simulation

The NN used in this project to predict the next state of the recurrent network is a two-layer NN structure that is shown in Fig. 7.

Also, the input data and the objective functions in the network can be selected below, if X indicates data:

\[\begin{align*}
I_1 &= [X_1, X_2, X_3, X_4] \\
I_2 &= [X_2, X_3, X_4, X_5] \\
&\vdots \\
I_{n-3} &= [X_n-3, X_{n-2}, X_{n-1}, X_n] \\
T_1 &= [X_5] \\
T_2 &= [X_6] \\
&\vdots \\
T_{n-3} &= [X_{n+1}] 
\end{align*}\]

When using previous data, the main issue is to train the NN with available historical data that it needs to use for new data. In this method, the PV graphs appear sequentially and are defined as NN inputs. Also, this is what happened for EV graphs, and they were defined as objective NN functions. There are two sine graphs in Fig. 4; one of is the input and the other (EV graph) is the objective function.

4.2. The second method simulation

In this method, the network is trained with 1400 pieces of data from PV and EV graphs and is then tested with another 800 pieces of data from them. The various NNs are used to train data; the best of them is chosen based on the error calculation measurements, (Root Mean Square (RMS) or Mean Squared Error (MSE)). It should be noted that the number of hidden layers and neurons in each of the networks is the same. According to the measurements taken and the relative uniformity of data, Radial Basis Function Neural Network (RBF NN) is the best network for aforesaid data.

5. Results

After collecting the required information from the organization and implementing the algorithm, the following results in three strategies’ different sub-sections have been obtained.

5.1. PSFS results

Fig. 8 is drawn for the P = 5 step and ANFIS network. The actual and estimated EV is also shown in this figure.

Figure 6. Different steps in the proposed method. Source: the authors.

Figure 7. The NN used in the first method. Source: the authors.

Figure 8. Comparing the progress plan data and PSFS output. Source: the authors.
5.2. Results of the future state prediction based on neural network

Using the network described in section 2, the PSFS system is built. The E1 = 1.6373 and E2 = 2.6978 are obtained in Fig. 9. It can be demonstrated that an error has occurred in the system due to the fact that E2 > E1.

5.3. Results of the previous data based on neural network

The recurrent NNs were applied to the data listed in section 4.1 and the result is shown in Fig. 10.

The RBF NN was applied to the data listed in section 4.2 and the result is shown in Fig. 11.

The fault detection in the NNs, in its best state (ANN Method II) is E1 = 0.02, whereas E2 = 2.69. This means that the second NN method is more accurate in detecting faults. The results are summarized in Table 1.

6. Conclusion

As is clear from the above results, the proposed algorithms are able to reduce the estimation error by up to 2 percent. However, in many cases, the maximum amount of the estimation error reduction is equivalent to 42 percent. In this paper, we developed new algorithms to estimate the EV graphs based on PSFS and NN. Also, the proposed algorithms effectively estimate the EV graphs and diagnose the fault with high accuracy. It must be mentioned that the first NN was introduced for the real data (non-uniform) because of its good performance.
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