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Whitely (1980) proposed the first conjunctive linkage rule relating subtask probabilities to the total item response. De Boeck (1991) defines two main families of linking rules: (1) the compensatory rule, or weighted additive and (2) the conjunctive rule. The latter formally includes the (3) disjunctive rule that can also be formulated as a conjunctive rule of the errors. Afterwards, De Boeck (1993) suggested two mixed logistic linking rules: the partially conjunctive and the partially disjunctive rules. In this paper I present a combined logistic linking rule that summarizes the three classes of effects: conjunctive, disjunctive and compensatory. The analysis of multicollinearity among the three terms, in the two components case, allows the reduction of the partially conjunctive, the partially disjunctive and the conjunctive-disjunctive-compensatory rules into a more simple combined logistic rule.

Análisis de la multicolinealidad. Whitely (1980) propuso la primera regla de enlace conjuntiva enlazando las probabilidades de las subtareas con la respuesta total del ítem. De Boeck (1991) ha definido dos familias principales de reglas de enlace (1) la regla compensatoria, o aditiva ponderada, y (2) la regla conjuntiva. Esta última incluye formalmente a la (3) regla disyuntiva, que puede formularse como una regla conjuntiva de los errores. Posteriormente De Boeck (1993) sugirió dos reglas logísticas de enlace de carácter mixto: la parcialmente conjuntiva y la parcialmente disyuntiva. En este trabajo presento una regla logística combinada que resume las tres clases de efectos, conjuntivos, disyuntivos y compensatorios. El análisis de la multicolinealidad entre los tres términos, para el caso de dos componentes, permite la reducción de las reglas parcialmente conjuntiva, parcialmente disyuntiva y conjuntiva-disyuntiva-compensatoria en una regla logística combinada más simple.

The development of psychometrics as a science engaged with the design of models of psychological processing (Samejima 1997) has made componential IRT models one of the more promising branches of its improvement.

Instead of postulating a single latent trait, componential latent trait models attempt to identify the information processing components that are involved in test performance.

Componential models can differ on three major respects: (1) the IRT function applied to the components, (2) the dimensionality, and (3) the relationship between the components.

In the Multicomponent Latent Trait Models (MLTM) the probability of giving a certain answer to the total item is expressed as a function of the probability of giving certain responses to the component processing events (Whitely, 1980; Embretson, 1997).

The IRT function links the probability of success in each component to the person and the item parameters. Generally, each component follows the Rasch model, as shown in Equation 1

\[
\psi_{ij} = P(X_j = 1|\theta_i, \beta_j) = \frac{e^{\theta_i - \beta_j}}{1 + e^{\theta_i - \beta_j}}
\]

(1)

An outstanding example of unidimensional componential model is the Linear Logistic Trait Model (LLTM; Fischer, 1973). In this case, the probability of success is expressed as a function of a linear combination of item difficulty factors and a single person ability parameter. If each component implies a latent trait, as in the MLTM, the model is multidimensional. Whitely (1980) uses a Rasch model to estimate the probability of success in each component, then combines these probabilities using a conjunctive rule and a guessing parameter, and contrasts the model, comparing observed response frequencies (or probabilities) on the total item with the response frequencies (or probabilities) predicted by the multicomponent model.

A condensation rule shows the relationship between the observed random variables and a set of latent random variables (Maris, 1995). In componential models, a condensation rule may connect (1) components, (2) properties of the items, or (3) dimensions, to the total item answers.

Once the total item is conceived as a set of subtasks that define components, a componental rule linking the subtasks to the composite task is needed. If the componental model linkage rule combines components, it can work over two classes of component elements: (1) subtask probabilities, usually obtained by a Rasch Mo-
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The conjunctive-disjunctive-compensatory condensation rule

Following De Boeck’s (1993) work, as the $c$ constants can be integrated into one term, it can be observed that if $b_{c,r} = b_{d,r} = 0$, both models, the partially conjunctive model and the partially disjunctive model, become equal, both reduced to the compensatory model.

This suggests the formulation of a conjunctive-disjunctive-compensatory model that summarizes the three classes of effects. Simplifying the notation, the model can be written

$$P(X_{ij} = 1) = \frac{\exp(b_i X_{ij} + b_j X_{ij} + b_{d,r} \sum \prod X_{ij} + b_{c,r} \prod X_{ij} + b_{c,k} \prod X_{ij})}{1 + \exp(b_i X_{ij} + b_j X_{ij} + b_{d,r} \sum \prod X_{ij} + b_{c,r} \prod X_{ij} + b_{c,k} \prod X_{ij}) + c}$$

(5)

This model is a theoretical formulation that can be used to express, together, the three classes of effects.

But this formulation allows us to discuss the relationships between the terms compensatory, conjunctive and disjunctive and obtains a simplified expression for the logistic rule.

If, as usual, the composite task is modeled by a Rasch Model

$$P(X_{ij} = 1 | \theta) = \frac{\exp(b_i X_{ij} + b_j X_{ij} + b_{d,r} \sum \prod X_{ij} + b_{c,r} \prod X_{ij} + b_{c,k} \prod X_{ij})}{1 + \exp(b_i X_{ij} + b_j X_{ij} + b_{d,r} \sum \prod X_{ij} + b_{c,r} \prod X_{ij} + b_{c,k} \prod X_{ij}) + c}$$

or, in an equivalent expression

$$\theta_i = b_i X_{ij} + b_j X_{ij} + b_{d,r} \sum \prod X_{ij} + b_{c,r} \prod X_{ij} + b_{c,k} \prod X_{ij} + c$$

The compensatory, conjunctive and disjunctive effects can be understood as linear in the logit of the probability of success in the total task.

It suggests (1) the convenience of a formulation of the model in logits for analyzing the effects of the components [as has been done by Janssen and De Boeck (1997)], and (2) the analogy between the MLTM model and the LLTM model under three conditions: (a) the transformation of the MLTM linking rule into a logistic condensation rule, (b) a binary sound structure of the composite items, and (c) a Rasch model governing the composite item. The third condition implies the reduction of the model into a unidimensional one.

Avoiding multicollinearity

The formulation of the conjunctive-disjunctive-compensatory linking rule in the linear form reveals the presence of multicollinearity between the conjunctive, disjunctive and compensatory terms. The analysis of this multicollinearity will provide the simplification of the linking rule.

Suppose an item or composed task, $X_{ij}$, that exclusively and exhaustively depends on two subtasks $X_k$ and $X_p$. For simplicity, we call the composed item $T$ and the components $A$ and $B$. Assume
that T, is dichotomous and governed by a Rasch Model. It is unnecessary to suppose that A and B are dichotomous or that a Rasch Model can be used on them. The two components case is useful for this analysis because its conclusions can be extrapolated, without loss of generality, to other multicomponent models and because this is the more frequent case in the application of multicomponent models.

Using this nomenclature for the two component case the basic equation may be written

$$\theta - \beta = b_1 A + b_2 B + b_3 A B + b_4 \left[ I - (1 - A)(1 - B) \right] + c$$

The multicollinearity between the terms A and B and their product AB is very high. To eliminate this multicollinearity, the same strategy that is used in moderated multiple regression can be used. The purpose of this strategy is to obtain a corrected interaction term, AB*, that is linearly independent from A and B. To do this, we need to estimate the regression of the interaction term, AB, on the component terms A and B:

$$AB^* = c_A A + c_B B + c$$

The regression weights c_A and c_B are necessary to provide the corrected interaction term AB*:

$$AB^* = (A - c_B)(B - c_A)$$

The term AB* is linearly independent from the component terms A and B

$$\tau_{(AB^*,A)} = \tau_{(AB^*,B)} = 0$$

and expresses the conjunctive interaction effects without multicollinearity. The corrected conjunctive interaction term, AB*, can be incorporated into the equation along with the compensatory effects from A and B.

In the same way, the multicollinearity between the disjunctive term, [1-(1-A)(1-B)], and the component terms A and B requires a disjunctive interaction term that is linearly independent from A and B. To obtain this term, the disjunctive term is regressed on the component terms:

$$[1-(1-A)(1-B)] = c_A' A + c_B' B + c'.$$

The corrected disjunctive term AB** is

$$AB^{**} = [1-(1-A-C_B') (1-B-C_A')].$$

The new corrected term, AB**, expresses the disjunctive interaction effects free from any linear relationship with A and B,

$$\tau_{(AB^{**},A)} = \tau_{(AB^{**},B)} = 0$$

For this reason the term AB** can be added to the compensatory effects in the equation.

Nevertheless, once we have the conjunctive corrected effects, AB*, and the disjunctive corrected effects, AB**, it can be seen that these terms are linearly redundant. In fact, the relationship is:

$$AB^{**} = 1-AB*.$$  

A simplified combined logistic rule

The disjunctive term AB** is unnecessary and the linking rule may be reduced, without loss of information, to the following form:

$$\theta - \beta = b_1 A + b_2 B + b_3 A B + b_4 AB^* + c$$

where b_A is the weight of the component A, b_B is the weight of the component B, and b_c is the weight of the conjunctive-disjunctive effects AB*.

The condensation rule may be written

$$P(Y_i = 1|\theta) = \frac{\exp\left(b_1 A + b_2 B + b_3 A B + b_4 AB^*+c\right)}{1 + \exp\left(b_1 A + b_2 B + b_3 A B + b_4 AB^*+c\right)}$$

This condensation logistic rule is a regression form that resembles the LLTM. However, the LLTM expresses the probability of success as a function of the person parameter and a linear combination of item difficulty factors. The condensation logistic rule works directly over the component scores, but introduces an interaction term that represents the conjunctive-disjunctive effects.

An expression such as

$$Y = b_A A + b_B B + b_C (A - c_A)(B - c_B) + c$$

is characteristic of the continuous moderated regression (e.g., Aguinis and Stone-Romero, 1997; DeShon and Alexander, 1996; Zedeck, 1971) and has been explored in several areas of psychological measurement with the purpose of finding moderator variables that increase predictive validity.

In general, research using moderated regression has produced very few successful contributions, but there is still little evidence with respect to interaction effects on the logistic componential rules.
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Whitely (1980) proposed the first conjunctive linkage rule relating subtask probabilities to the total item response. De Boeck (1991) defines two main families of linking rules: (1) the compensatory rule, or weighted additive and (2) the conjunctive rule. The latter formally includes the (3) disjunctive rule that can also be formulated as a conjunctive rule of the errors. Afterwards, De Boeck (1993) suggested two mixed logistic linking rules: the partially conjunctive and the partially disjunctive rules. In this paper I present a combined logistic linking rule that summarizes the three classes of effects: conjunctive, disjunctive and compensatory. The analysis of multicollinearity among the three terms, in the two components case, allows the reduction of the partially conjunctive, the partially disjunctive and the conjunctive-disjunctive-compensatory rules into a more simple combined logistic rule.
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The development of psychometrics as a science engaged with the design of models of psychological processing (Samejima 1997) has made componential IRT models one of the more promising branches of its improvement.

Instead of postulating a single latent trait, componential latent trait models attempt to identify the information processing components that are involved in test performance.

Componential models can differ on three major respects: (1) the IRT function applied to the components, (2) the dimensionality, and (3) the relationship between the components.

In the Multicomponent Latent Trait Models (MLTM) the probability of giving a certain answer to the total item is expressed as a function of the probability of giving certain responses to the component processing events (Whitely, 1980; Embretson, 1997).

The IRT function links the probability of success in each component to the person and the item parameters. Generally, each component follows the Rasch model, as shown in Equation 1

\[
\psi_{i,j,k} = \frac{e^{\theta_{j,k}-\beta_{i}}}{1 + e^{\theta_{j,k}-\beta_{i}}}
\]

An outstanding example of unidimensional componential model is the Linear Logistic Trait Model (LLTM; Fischer, 1973). In this case, the probability of success is expressed as a function of a linear combination of item difficulty factors and a single person ability parameter. If each component implies a latent trait, as in the MLTM, the model is multidimensional. Whitely (1980) uses a Rasch model to estimate the probability of success in each component, then combines these probabilities using a conjunctive rule and a guessing parameter, and contrasts the model, comparing observed response frequencies (or probabilities) on the total item with the response frequencies (or probabilities) predicted by the multicomponent model.

A condensation rule shows the relationship between the observed random variables and a set of latent random variables (Maris, 1995). In componential models, a condensation rule may connect (1) components, (2) properties of the items, or (3) dimensions, to the total item answers.

Once the total item is conceived as a set of subtasks that define components, a componentual rule linking the subtasks to the composite task is needed. If the componentual model linkage rule combines components, it can work over two classes of component elements: (1) subtask probabilities, usually obtained by a Rasch Mo-
model on the subtask, or (2) subtask indicators, such as subtask scores applied to subtasks responses.

Whitely (1980) proposed the first conjunctive linkage rule (Equation 2)

\[
\psi_{ijt} = P(X_{ijt} = \theta_j, \beta_i) = \prod_i \psi_{ijt}
\]

in which the probability of success of the person \( j \) on the total item \( i \) is modeled as the product of the probabilities of success in each of the \( k \) subtasks as defined by equation 1.

The De Boeck contribution

De Boeck (1991) defines three families of linking rules: (1) the compensatory rule, or weighted additive and (2) the conjunctive rule. The latter formally includes the (3) disjunctive rule.

The compensatory rule implies that the parameters of the subtasks have an additive contribution to the probability of success in the composite task. This means, in the words of De Boeck (1991) that «the subtasks have only main effects» and implies that the contributions from the different subtasks can compensate each other.

The conjunctive rule supposes that success in the composite task implies success in each and every one of the subtasks. The conjunctive rule supposes that success in any subtask is a sufficient condition for success in the composite task. But, as De Boeck (1991) observes, this can also be formulated as a conjunctive rule of the errors.

Conjunctive and disjunctive rules assume a deterministic relationship between the composite task and it’s subtasks.

The use of logistic functions to connect partial results to the total probabilities is well known (Aldrich and Nelson, 1984). De Boeck (1993) suggests the partially conjunctive model and the partially disjunctive model as a way to unite the compensatory and conjunctive, or disjunctive, effects into a logistic linking rule.

The partially conjunctive model as formulated by De Boeck (1993) is

\[
P(X_{ij} = 1) = \frac{\exp \left( \sum b_j X_{iab} + b_c, C_i + c_c \right)}{1 + \exp \left( \sum b_j X_{iab} + b_c, C_i + c_c \right)}
\]

(3)

where \( C_i = \prod X_{iab} \) expresses the conjunctive nature of the model.

The partially disjunctive model is

\[
P(X_{ij} = 1) = \frac{\exp \left( \sum b_j X_{iab} + b_c, D_i + c_c \right)}{1 + \exp \left( \sum b_j X_{iab} + b_c, D_i + c_c \right)}
\]

(4)

where \( D_i = 1 - \prod (1 - X_{iab}) \) is the disjunctive term.

From the point of view of the analysis of componential data, De Boeck (1993) suggests to adjust the conjunctive-compensatory function and, depending on the magnitude and sign of the weights, to reduce this model or introduce the disjunctive term.

The conjunctive-disjunctive-compensatory condensation rule

Following De Boeck’s (1993) work, as the \( c \) constants can be integrated into one term, it can be observed that if \( b_{jckr} = b_{jckr} = 0 \), both models, the partially conjunctive model and the partially disjunctive model, become equal, both reduced to the compensatory model.

This suggests the formulation of a conjunctive-disjunctive-compensatory model that summarizes the three classes of effects. Simplifying the notation, the model can be written

\[
P(X_{ij} = 1) = \frac{\exp \left( \sum b_j X_{iab} + b_c \prod X_{iab} + b_c \left[ 1 - \prod (1 - X_{iab}) \right] + c \right)}{1 + \exp \left( \sum b_j X_{iab} + b_c \prod X_{iab} + b_c \left[ 1 - \prod (1 - X_{iab}) \right] + c \right)}
\]

(5)

This model is a theoretical formulation that can be used to express, together, the three classes of effects.

But this formulation allows us to discuss the relationships between the terms compensatory, conjunctive and disjunctive and obtains a simplified expression for the logistic rule.

If, as usual, the composite task is modeled by a Rasch Model

\[
P(X_{ij} = 1 | \theta_j) = \frac{e^{\theta_j - \theta_j}}{1 + e^{\theta_j - \theta_j}}.
\]

It follows that

\[
\ln \left( P(X_{ij} = 1 | \theta_j) Q(X_{ij} | \theta_j) \right) = \sum b_j X_{iab} + b_c \prod X_{iab} + b_c \left[ 1 - \prod (1 - X_{iab}) \right] + c
\]

or, in an equivalent expression

\[
\theta_j - \beta_j = \sum b_j X_{iab} + b_c \prod X_{iab} + b_c \left[ 1 - \prod (1 - X_{iab}) \right] + c
\]

The compensatory, conjunctive and disjunctive effects can be understood as linear in the logit of the probability of success in the total task.

It suggests (1) the convenience of a formulation of the model in logits for analyzing the effects of the components [as has been done by Janssen and De Boeck (1997)], and (2) the analogy between the MLTM model and the LLTM model under three conditions: (a) the transformation of the MLTM linking rule into a logistic condensation rule, (b) a binary sound structure of the composite items, and (c) a Rasch model governing the composite item. The third condition implies the reduction of the model into a unidimensional one.

Avoiding multicollinearity

The formulation of the conjunctive-disjunctive-compensatory linking rule in the linear form reveals the presence of multicollinearity between the conjunctive, disjunctive and compensatory terms. The analysis of this multicollinearity will provide the simplification of the linking rule.

Suppose an item or composed task, \( X_T \), that exclusively and exhaustively depends on two subtasks \( X_A \) and \( X_B \). For simplicity, we call the composed item \( T \) and the components A and B. Assume
that $T$, is dichotomous and governed by a Rasch Model. It is unnecessary to suppose that A and B are dichotomous or that a Rasch Model can be used on them. The two components case is useful for this analysis because its conclusions can be extrapolated, without loss of generality, to other multicomponent models and because this is the more frequent case in the application of multicomponent models.

Using this nomenclature for the two component case the basic equation may be written

$$\theta - \beta = b_A + b_B + b_{AB} + b_{1} \left[1 - (1-A)(1-B)\right] + c$$

The multicollinearity between the terms A and B and their product AB is very high. To eliminate this multicollinearity, the same strategy that is used in moderated multiple regression can be used. The purpose of this strategy is to obtain a corrected interaction term, AB*, that is linearly independent from A and B. To do this, we need to estimate the regression of the interaction term, AB, on the component terms A and B:

$$AB' = c_A A + c_B B + c$$

The regression weights $c_A$ and $c_B$ are necessary to provide the corrected interaction term AB*:

$$AB* = (A-c_B)(B-c_A)$$

The term AB* is linearly independent from the component terms A and B:

$$r(AB*, A) = R(AB*, B) = 0$$

and expresses the conjunctive interaction effects without multicollinearity. The corrected conjunctive interaction term, AB*, can be incorporated into the equation along with the compensatory effects from A and B.

In the same way, the multicollinearity between the disjunctive term, [1-(1-A) (1-B)], and the component terms A and B requires a disjunctive interaction term that is linearly independent from A and B. To obtain this term, the disjunctive term is regressed on the component terms:

$$[1-(1-A) (1-B)]' = c_{A'} A + c_{B'} B + c'$$

The corrected disjunctive term AB** is

$$AB** = [1-(1-A-C_{B})(1-B-C_{A})]$$

The new corrected term, AB**, expresses the disjunctive interaction effects free from any linear relationship with A and B,

$$r(AB**, A) = R(AB**, B) = 0$$

For this reason the term AB** can be added to the compensatory effects in the equation.

Nevertheless, once we have the conjunctive corrected effects, AB*, and the disjunctive corrected effects, AB**, it can be seen that these terms are linearly redundant. In fact, the relationship is:

$$AB** = 1-AB*.$$  

A simplified combined logistic rule

The disjunctive term AB** is unnecessary and the linking rule may be reduced, without loss of information, to the following form:

$$\theta - \beta = b_A + b_B + b_{AB*} + c$$

where $b_A$ is the weight of the component A, $b_B$ is the weight of the component B, and $b_c$ is the weight of the conjunctive-disjunctive effects AB*.

The condensation rule may be written

$$P(X_{ij} = 1|\theta) = \frac{\exp(b_A + b_B + b_{AB*} + c)}{1 + \exp(b_A + b_B + b_{AB*} + c)}$$

This condensation logistic rule is a regression form that resembles the LLTM. However, the LLTM expresses the probability of success as a function of the person parameter and a linear combination of item difficulty factors. The condensation logistic rule works directly over the component scores, but introduces an interaction term that represents the conjunctive-disjunctive effects.

An expression such as

$$Y = b_A A + b_B B + b_{(A-c_B)(B-c_A)} + c$$

is characteristic of the continuous moderated regression (e.g., Aguinis and Stone-Romero, 1997; DeShon and Alexander, 1996; Zedeck, 1971) and has been explored in several areas of psychological measurement with the purpose of finding moderator variables that increase predictive validity.

In general, research using moderated regression has produced very few successful contributions, but there is still little evidence with respect to interaction effects on the logistic componental rules.

References


SUGGESTIONS FOR COPING WITH MULTICOLLINEARITY IN CONDENSATION LOGISTIC RULES