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Abstract

Following the present open data policies, traffic data are collected and increasingly made openly available by different organizations. Yet, expanding use of mobile technologies with tracking possibilities provides means to collect precise and rich information about individual vehicles and persons in traffic. This personal driving data, combined with other open traffic data, have a great potential for future open service innovation. However, information privacy presents a major challenge for collection and efficient utilization of the data. In this paper, we present a view of the near future development of personal driving data collection and usage for open traffic data production by addressing the privacy challenges. We review the existing privacy behavior models and present our empirical findings from driving data based service pilot studies. Our results show that, despite their privacy concerns, the data subjects are willing to disclose driving data for services, especially for some benefits in return. We identified the following key factors affecting data disclosure: informing of personal data processing, trust in organizations of the service ecosystem, and users’ control over their data. Understanding of these factors helps mitigating the users’ privacy concerns when personal data based services are designed and production of open data is planned.
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1 Introduction

Our economies are moving globally to the stage of a knowledge economy, where value is generated by information for societies, ecosystems, organizations, and users [10]. In the knowledge economy, development is driven by creativity and open tools. New innovations are produced by following an open innovation paradigm [6], [7] in business ecosystems [39]. Governments understand the value of open data for the development of the information society. They are promoting open-data policy and enforcing the re-use of public sector information via legislation and other administrative means. In the European Union, this is explained by the Public sector information (PSI) Directive [14], [18], and in the United States, by the Open Government Directive [51]. An essential part of public sector information is spatial information, and its more efficient usage is supported through specific legislation— in Europe, with the Directive on Infrastructure for Spatial Information in the European Community (INSPIRE Directive) [16]. Some widely used and open public sector spatial data resources are national road and street databases, such as Digiroad (Site 1) in Finland, which are used as a basis for various traffic information services provided by both public and private sector organizations.

New advancing information and communication technology (ICT) has provided continuously better technological means to collect, process, and utilize data in various forms. For example, current Internet and mobile technologies allow the collection of real-time, location-based data from an increasing number of various sensor networks, vehicles with on-board global positioning system (GPS) devices, and even from private persons with positioning-enabled mobile phones. Voluminous data can also be processed more efficiently to produce and deliver information services to users in real time. Data produced by tracking of vehicles can be utilized by governments and other organizations responsible for traffic planning, as well as to provide information services to individual people in traffic. On the other hand, as the number of potential usages of vehicle tracking data increases and the number of parties interested in using and benefitting from the secondary usage of data rises, privacy concerns are becoming more serious.

An example of constant evolution of technical means and novel uses of data is the case of German road tolls (see, e.g., [40]). Camera toll booths came in use on the Autobahn in 2005; later, on-board devices with GPS and Internet connections were added. The functionality expanded from toll booths to tolling, pay-by-drive, payment authorization, identifying and locating vehicles and fleets, detecting and addressing toll evasion, and so on. In other words, the data originally gathered from the vehicles for the purpose of road tolls ended up serving purposes that were unforeseen when the system was launched. The privacy issue was also made explicit in a recent discussion in Finland: In December 2013, a working group from the Ministry of Transport and Communications proposed satellite monitoring–based kilometer taxation on car use in Finland [38]. The group stated that before the final decision to adopt the national monitoring system, however, privacy protection needed to be ensured. The report [37] also stated that for any other usage of vehicle tracking, such as pay-as-you-drive insurance services, explicit informed consent from the data subjects should be required.

There is an evident need for academic discussion on privacy issues related to driving data. Open data policies and their potential incongruity with privacy and data protection legislation have also been brought up recently in scientific discussion (see, e.g., [31]). However, empirical knowledge about this issue from the point of view of data subjects is still limited, especially since there has not been much real-world experience of actual driving data collection and privacy concerns associated with it. Correspondingly, although the literature studying attitudes and behavioral intentions of users to disclose their personal data is abundant (e.g., [8], [34], [35]), literature analyzing willingness to disclose personal data in real situations (e.g. [29], [45]) is scarce. Furthermore, the previous studies have analyzed individuals’ privacy related behavior in the context of different Internet and e-commerce services, and presented various privacy behavior models based on that (see, e.g., [33]). However, studies of privacy behavior from the point of view of producing open data to generate new service innovations are scarce.

The objective of this paper is to present the current view of the near future development of driving data collection and usage for governmental purposes, such as taxation, and its potential secondary usage for open traffic data, especially from the perspectives of data privacy and data subjects’ point of view. To accomplish this, we first discuss driving data collection and its usage for producing open traffic data. Next, we present a review of privacy behavior models summarizing the current literature on individuals’ willingness to disclose personal information and their privacy concerns. Third, we provide the results of our empirical studies on data subjects’ privacy concerns and their willingness to disclose personal information in the context of personal driving data. Our findings on the conditions in which drivers are willing to disclose their personal driving data and relevant factors affecting their privacy concerns can be helpful when designing the collection of driving data to produce open traffic data.

The remainder of this paper is organized as follows. The next section presents the application context of the research, defining and describing personal driving data and their processing for open traffic data. Following this, a review and analysis of privacy behavior models on willingness to disclose private data is presented in section 3. In section 4, our empirical research and findings on driving data and privacy concerns are presented. Next, in section 5, the application of our results for improving the practices of collecting personal driving data with consent from the data subjects is discussed. Finally, section 6 concludes the paper.
2 Future Open Traffic Data and Privacy Challenges

The current trend of opening public sector data, supported by governments’ policies and facilitated by the advancement of technology in data-intensive services, has resulted in the increasing release of open data–based traffic-related services. Many cities are publishing real-time or near-real-time traffic information, such as in the New York City (Site 7) and Oulu city (Site 10) traffic maps. Map data and services with navigation support are available, for example, from Google (Site 5) and OpenStreetMap (Site 9). Some forms of traffic data produced by the public authorities are also openly available, such as Digitrafic (Site 2) in Finland. Available spatial data, including map and traffic data, are collected and offered to the user by public sector organizations and companies, as well as by third-sector non-governmental organizations (NGOs). Public sector traffic data is mostly collected with various sensors that produce data for traffic management systems; in addition to their original main purpose, they can also be used for other reasons. When data are opened, other parties can use them to innovate completely new services that support more intelligent traffic and transport systems.

While widely available open traffic data currently exist, such information is largely based on infrastructural sensors and often collected with rather old technology, for example, vehicle detection with magnetic loops installed in the roads. However, future intelligent transport systems (ITS) are seen to be essentially based on the real-time tracking of vehicles in traffic with positioning technologies and wireless communication. This allows both more advanced management of traffic systems by the public sector and improved services for the individual in traffic. When driving data based on tracking of vehicles start to be collected for the purposes of public authorities, this practice falls under the same open data policies as other public data. By producing open driving data and making them widely available, genuine possibilities for more advanced intelligent traffic services developed by various innovative organizations are generated. Driving data allow for novel types of services that are not possible based on any other form of old traffic data.

The foundations for the future directions of vehicle tracking–based driving data are laid, for example, in the European Union ITS Directive [17] and the European Electronic Toll Service (EETS) Directive [15]. Future solutions are projected to involve positioning that will enable on-board devices in vehicles that produce data for traffic management systems, as well as for road tolls and other pay-as-you-drive types of services such as insurance. Such devices have been proposed as the means to diminish pollution (as a better alternative to fuel taxation) or congestion, noise, and unnecessary driving in general (as a better alternative to road tolls, or their electronic equivalent tollbooths, such as EZPass (Site 3), or FasTrak (Site 4). For example, a number of trials of road tolls have been carried out around the world. The results show that the technology for tracking individual vehicles does work, and significant advantages can be achieved by introducing more precise road pricing tolls [53]. It has been stated that a “clear system of incentives is critical to changing driving behavior” [41]. This is also indicated in the case of Stockholm road tolls, where a minor road toll had a huge impact on downtown traffic congestion (see, e.g., [19]). Decisions to introduce taxation mechanisms based on tracking, however, are very political. German trials ended up with the introduction of road tolls for heavy transports only (LKW-MAUT; see, e.g., [40]), because controlling heavy traffic was generally accepted (noise, emissions, high load on roads, congestion, and tax/toll evasion). In the Netherlands, the initiative was stopped by the new government.

In addition to public sector applications, there are already commercial services available based on driving data. For example, OnStar (site 8) in North America allows some insurance discount solutions based on the collected driving data. A corresponding, but functionally quite different, system is provided by HelpTen (Site 6), which offers, for example, driver’s logs and driving habit analyses for its customers. This type of system can be called a driving data multiservice system (DMS), as it provides several different services. In DMS systems, driving data are collected, managed, and processed by a driving data operator. Personal driving data can then be disclosed to the drivers themselves, or to some other parties in the business ecosystem that can offer services to customers (e.g., road toll services or insurance companies). The collected data also have the potential to be used for producing open traffic data, if the driving data operator fulfills the legitimate and fair personal data collection and processing requirements [36].

One of the biggest challenges limiting the evident utility of driving data for producing open traffic data–based service innovation is information privacy. As noted by Kulk and Loenen [31], for example, open data policies are potentially in conflict with information privacy; this is very much the case when it comes to driving data. Driving data reveal information about the individual persons’ behavior, which clearly falls under the data protection legislation. However, this obstacle may be overcome if adequate privacy protection methods and practices are followed and further developed.

Information privacy is protected in many countries by legislation; for example, in the European Union, the European Commission Data Protection Directive [13] and corresponding national legislations are in force. Privacy laws are generally based on widely accepted international privacy guidelines and principles, for example, the Organisation for Economic Co-operation and Development (OECD) Guidelines on Privacy [42] and the United States Federal Trade Commission (FTC) Fair Information Practice Principles [20]. All of the following are similar general principles that are supported widely at an international level: Personal data must be collected only for specified, explicit and legitimate
purposes; the data may be processed only if the data subject has unambiguously given his/her consent or processing is necessary (e.g., for the performance of a contract to which the data subject is party or for compliance with a legal obligation to which the controller is subject); the data must be processed fairly and lawfully; the data controller and processor need to apply confidentiality and security in the processing of the data; and they need to implement appropriate measures to protect personal data against accidental changes and unauthorized disclosure and access.

Even if the general privacy principles have stayed quite similar for a half century, the new technologies for data collection and utilization have changed the conditions for applying them. Therefore, a need to update the legislation has emerged. This can be seen, for example, from the currently ongoing revision reform of European Union data protection directive [12] and related discussion. Furthermore, our practical understanding of different aspects of information privacy as a part of information systems design has improved. The privacy by design (PbD) concept has contributed significantly to this understanding; this has been developed and promoted by Information and Privacy Commissioner of Ontario, Canada, Ann Cavoukian [2]. This is a concept that demands a proactive approach to privacy by embedding it in the system from the initial stage until the end of the system's lifecycle [3]. PbD is founded on the following seven principles:

1. Proactive not reactive; preventative not remedial
2. Privacy as the default setting
3. Privacy embedded in the design
4. Full functionality—positive-sum, not zero-sum
5. End-to-end security—full lifecycle protection
6. Visibility and transparency—keep it open
7. Respect for user privacy—keep it user-centric.

Furthermore, the PbD concept extends privacy solutions to the following three areas, which Cavoukian calls the *Privacy by Design Trilogy*:

- Information technology
- Accountable business practices
- A physical design and networked infrastructure

Over the past few years, research has paid most attention to the information technology aspect of privacy solutions. This essentially includes the development of Privacy-Enhancing Technologies (PETs). An overview of the current state of PET research and practice can be reviewed, for example, from the latest proceedings of the Privacy Enhancing Technologies Symposium (PETS) [9], [19], [21], [22] and the Center for Internet and Society’s PET Wiki [4]. Corresponding, and highly relevant, knowledge on data disclosure control methods is also available in the field of statistics [54], [55]. However, in developing the PbD concept, it has been noted that PETs, which are limited to information technological solutions, are not sufficient for solving the multifaceted problems of information privacy.

Considering the future direction of driving data collection to produce open traffic data, the understanding and development of accountable business practices are vital. The computing infrastructure gets more complex generating more precise, automatically collected information, and pressures to open data for unforeseen purposes grow in the name of environmental protection and safe and more efficient traffic. When valuable driving data collected for specific purposes, for example, taxation or road tolls, is used for secondary reasons such to produce open data, explicit consent is needed from the data subjects. This calls for accountable business practices, and the consent should be *informed*; that is, the data subjects should understand what information is collected, how it is processed, and where it is disclosed for what purposes. This implies transparency of data processing on the part of the data collectors and all the parties involved in the related business ecosystem. Ideally, this transparency should allow the whole process of personal data management to be clarified in such a way that responds adequately to the data subjects' privacy concerns. To achieve this, we need to understand what their actual privacy concerns are and in what conditions they are willing to agree to disclose their personal data. Next we shall first give an overview to privacy behavior models in general and thereafter reflect the traffic environment in particular based on our empirical studies on the subject.
3 Literature Review on Privacy Behavior Models

Information privacy and related personal behavior have emerged as an active research topic as the Internet has developed. These concerns have become increasingly important due to the advancement of technology, as well as the availability of new types of personal data and applications. A number of studies have been published on individuals’ privacy behavior, specifically their intentions and actions in using Internet services, electronic commerce, or other services where personal data is collected. To the best of our knowledge, privacy behavior theory has not previously been applied in the context of open traffic data [56].

The application context in which these models have been developed or studied typically involves specific commercial Internet–based services where personal data are potentially collected. For example, in their research, Liu et al. [34] studied behavioral intention for online transactions and how they are affected by privacy and trust, which typically means “faith in the goodwill of others not harm your interests when you are vulnerable to them” [52]. Gurung [24] proposed and validated a model for consumers’ behavioral intention to engage in e-commerce transactions based on their privacy concerns, security concerns, trust beliefs, risk perception, attitude, and subjective norms and perceived behavioral control. Shin [46] developed a model for behavioral intentions to use social network services with the following antecedents: perceived security, perceived privacy, trust, and attitude. A literature review of empirical studies on individuals’ privacy concerns and intention to use e-commerce was also recently presented in [33].

The models exhibit considerable differences, especially regarding the constructs included in them, but they also display remarkable similarities. These derive largely from a shared behavioral economics theory of privacy calculus assessment to the effect that when disclosing data in exchange for some economic or social benefit, data subjects tend to balance the costs and benefits of sharing or hiding personal information by controlling flows of their information [1], [8], [32]. Based on this privacy calculus, data subjects decide whether they are willing to disclose their personal information for certain benefits, or whether they will withdraw the information due to the expected negative consequences of the disclosure. It should be remembered that calculus is not always straightforward: Behavioral economics research such as that of Acquisti and Grossklags [1] has discussed the effect of information asymmetries and bounded rationality in engaging in privacy calculus. A data subject does not necessarily know when another entity has gained access to his/her personal information or used it, or may not know the potential personal consequences of such intrusions. The complexity of evaluating privacy costs and benefits complicates privacy decision making when data subjects, for example, have to consider multiple layers of outcomes and associated probabilities. Furthermore, privacy-related benefits and costs are rarely monetary and are often immaterial, thereby making privacy calculus more difficult to carry out. And finally, in our case of open traffic data, with unforeseen potential uses, the calculus gets subject to excessive uncertainty. Hence, for empirical purposes, we should also look beyond privacy calculus studies.

We reviewed and analyzed multiple models in order to summarize the existing knowledge on information privacy in the context of personal data collection for open traffic data. The searches were conducted using the following databases: Academic Search Premier (EBSCO), ACM Digital Library, Emerald, Lecture Notes in Computer Science, ScienceDirect (Elsevier), and Scopus. We searched for models specifically dealing with data subjects’ willingness to disclose their data for various purposes, and the benefits gained from data disclosure. Our original inclusion criterion was that the models to be reviewed should include users’ willingness to disclose data as the privacy behavior outcome, either directly or as an obvious part of service usage (such as the intention to use a personalized service, which in turn demands for personal data disclosure, as a dependent variable). In addition, models with users’ payoff from data disclosure as the dependent variable were considered relevant to the study. Also behavioral economics studies dealing with e.g. incomplete information, bounded rationality and behavioral biases, and their influence on privacy decision making, were included in the review. Finally, in line with the reasoning above for going beyond privacy calculus models, we included one qualitative study on social and psychological issues underlying consumers’ privacy concerns in the e-commerce exchange context. It was chosen because of its focus on how consumers increasingly perceive information as a commodity.

Below a short description of each of the selected 10 studies is presented. Following this, the key characteristics of these studies are summarized, including the context of the study, description of the data used, and suggestions for privacy management based on the results of each study (Table 1). Finally, at the end of this section, a synthesis of the main factors affecting data subjects’ willingness to disclose their data is presented.

3.1 Description of Privacy Behavior Models

The study by Culnan and Armstrong [8] looked at consumers’ willingness to disclose their personal information in creating profiles for marketing use and discovered whether their concerns about information privacy were addressed by fair information practices. The dependent variables of the research were as follows: 1. use without fair information practices (i.e., willingness to have personal information used for profiling without explicitly being told that fair information practices would be employed) and 2. use with fair information practices. The following independent variables were used: 1. behavior that indicated a concern for privacy and 2. prior experience with direct marketing. The results of the study showed that privacy distinguished people who were willing to be profiled from those who
were unwilling to be profiled only when people were not told that fair information practices would be followed. Therefore, the authors suggested that privacy concerns can be addressed by explicitly telling customers that the company observes fair information practices. In addition, according to the results, prior experience with direct or targeted marketing would discriminate among people who are willing to be profiled. When people were explicitly told that fair information practices are followed, only prior experience distinguished individuals who were willing to be profiled from those who were not.

In an extension of Culnan's and Armstrong's privacy calculus [8], Dinev and Hart [11] present a research model to study how the cumulative influence of Internet trust and personal Internet interest can outweigh privacy-risk perception in the decision to disclose personal information in the context of online transactions. In the study, it was assumed that the salient beliefs influencing the intention to disclose the personal information in this context can be contrary, and that these beliefs together comprise a set of elements in a calculus (or decision process). The research model is composed of five constructs, as follows: 1. willingness to provide personal information to transact on the Internet (dependent variable), 2. perceived Internet privacy risk, 3. Internet privacy concerns, 4. Internet trust and 5. personal Internet interest (degree of cognitive attraction to Internet interactions). The results supported the researchers' hypotheses. The three factors most strongly related to the willingness to provide personal information were Internet privacy concerns, Internet trust, and personal Internet interest.

Chellappa and Sin [5] developed a model for predicting consumers' usage of online personalization as a result of the tradeoff between the valuing of personalization and their concern for privacy. In addition, consumers' intent to use personalized services was studied in relation to their trust in the vendor. The model consisted of two main constructs, as follows: 1. the value of online personalization (such as the fit that a product or service provides, the convenience of having it delivered in a proactive fashion, or personalization of product offerings) and 2. consumer concern for privacy. The results of the study showed that consumers' valuing of a personalized service is independent of their privacy concerns, and this positively affects their decision to use personalization services. Furthermore, the service usage is negatively affected by concern for privacy. In the model, consumers' valuing of personalization was almost two times more influential than the consumers' concern for privacy in determining usage. Therefore, in addition to not ignoring privacy concerns, vendors should focus on improving the quality of personalized services. Furthermore, the findings showed that understanding and evaluating the different values that consumers may place in enjoying various types of personalization is of critical importance. It is also possible for vendors to indirectly affect consumers' privacy concerns through trust building, and in this way, improve their ability to acquire and use consumer information. It is worth noting that consumers were concerned not just about their personally identifiable information, but also their anonymous and personally unidentifiable information.

The study by Liu et al. [34] focused on how a privacy-friendly business model should be designed in the context of location-based mobile services with a view to maximizing the payoff to the user. The empirical data consisted of a scenario-based survey whose respondents were categorized into two groups—risk-averse and risk-neutral users. The theoretical model used in the study was composed of the following four constructs: 1. personal data disclosed, 2. user's payoff, 3. personalization available and 4. control over user personal data. The results of the study showed that the extent of data disclosed has a significant negative effect on user payoff, whereas service personalization has a significant positive effect. Furthermore, control over user personal data has a positive effect on user payoff. It was also observed that the overall explanatory power of the model was increased within the group of risk-neutral mobile users, which suggests that the model needs to be expanded to accommodate different customer segments. Based on the results of the study, they described a business model where, for example, the risk-neutral users get the services for free, and risk-averse users, who are more likely to pay to get the service, would subsidize the controls offered to the risk-neutral users.

Olivero and Lunt [43] presented a longitudinal, qualitative study on social and psychological issues underlying consumers' privacy concerns in the context of e-commerce exchanges. The results were based on grounded theory analysis of semi-structured interviews, follow up interviews, and integration of the analysis results with findings in the literature. According to their analysis, perceived risk and awareness of information collection/extraction are associated with a shift in concerns from issues of trust to issues of control. The results suggested that due to the awareness of the commercial uses of personal information, consumers increasingly perceive information as a valuable commodity. The interviewees showed willingness to disclose their personal information provided that their perceived benefits could justify the costs, such as time consumption and risks of vulnerability. In previous research, it has been shown that companies can build trust relationships with consumers by providing control over information. The results of this study suggest that by providing control to consumers, it is possible to address perceived risks and encourage consumers to exchange information that would not, based on trust, necessarily lead to a relationship. The authors stated that there is a need for instruments that allow consumers to make informed decisions in exchanges with companies and trade appropriate benefits.

The study by Son and Kim [48] looked at Internet users' information privacy-protective responses (IPPRs), with the aim of identifying determinants of these behavioral responses. The following antecedents of IPPRs were included in the nomological model developed in the study: 1. information privacy concerns, 2. perceived justice, and 3. societal benefits from complaining. The study showed that, for online companies, it is essential to focus on perceived justice to convince Internet users to disclose correct personal information to them. Furthermore, they recommended that
online firms should increase their customers’ perceptions of fairness by offering major benefits in return for releasing personal information and making sure that customers were aware of this (i.e., distributive justice), implementing fair procedures to protect the information and disclosing these procedures (i.e., procedural justice), and being trustworthy and honest in dealing with information privacy (i.e., interactional justice).

Malhotra et al. [35] presented a study on the influence of Internet users’ information privacy concerns on consumers’ decisions to release personally identifiable data in certain situations. The study conceptualized Internet users’ information privacy concerns as the degree to which an Internet user is concerned about online marketers’ collection of personal information, the user’s control over the collected information, and the user’s awareness of how his/her information is used. The findings of the study showed that online consumers consider it most important to be aware of, and have direct control over, personal information that is stored in marketers’ databases. Based on these results, the authors proposed that the consumers should be able to easily check what type of information is collected, whether the information is correct, and how the information is used both in and outside the organization. Consumers should also have the opportunity to control the information in the organization’s database by adding, deleting, and modifying it at will. In addition, the results of the study showed that trust in a marketer can significantly mitigate perceived risk and a customer’s reluctance to release her personal information. Therefore, it is essential to aim at understanding how to increase customers’ trust in their firms’ handling of personal information.

The objective of Phelps et al.’s [44] study was to identify the types of personal information that consumers are most and least willing to provide to direct marketers and other retailers. Based on the results of the study, the authors emphasized the importance of addressing concerns related to the type of information collected and the amount of control that consumers have over subsequent dissemination of their information. The findings showed that consumers are least willing to provide financial and personal identifier information. It was also found that almost all consumers desire more information control, even those who are relatively unconcerned about data collection and use by marketers.

Jentzsch et al. [26] empirically studied consumers’ decisions related to disclosure or non-disclosure of personal data in relation to purchase transactions. Based on their theoretical model with two service providers, the authors found that if the data practices of these service providers are difficult to compare, the decision of the consumer is not necessarily influenced by the terms of trade for personal data and the consumer tends to ignore them due to their complexity. In this situation, the service provider is not able to obtain a competitive advantage through privacy settings that could be used to fit consumer preferences. Correspondingly, the authors observed that if service providers’ offers are placed close to each other and it is possible for the consumers to compare the amount of data that are collected within the transaction, they take information practice into account in their decision making.

In their study, Spiekermann et al. [49] conducted an experiment on university students to discover data subjects’ actual disclosing behavior during an online shopping episode. They found that, regardless of reporting specific privacy concerns, most of the participants did not live up to their privacy preferences. Specifically, participants clustered into the groups Profiling averse and Privacy fundamentalists (the latter being most concerned about all aspects of privacy) did not behave according to the attitude they had expressed. It was observed that the participants were willing to reveal private and even highly personal information when communicating with the anthropomorphic 3-D bot. Based on these findings, the authors recommended that privacy technologies be designed in a way that enables even moderately computer-literate data subjects to protect themselves from the degree of self-disclosure they are afraid of.

Table 1 summarizes the key characteristics of the reviewed studies, including the context of the study, description of the data used, and suggestions for privacy management based on the results.

3.2 Synthesis of the Main Factors Affecting Data Subjects’ Willingness to Disclose Data

As a conclusion from the literature review, we would like to highlight the main factors affecting data subjects’ willingness to disclose data. Data subjects’ information privacy concerns negatively affect their willingness to disclose data directly, through a mediator effect, or as a mediator [5], [8], [11], [35], [48]. For example, in the model in [35], Internet users’ information privacy concerns were mediated by trusting beliefs and risk beliefs. According to these results, trust can significantly mitigate perceived risk and customers’ reluctance to release their personal information. In contrast, according the model in [11], Internet privacy concerns are positively dependent on perceived Internet privacy risk. Here, Internet trust is considered as a mediator of perceived Internet privacy risk, independent of privacy concerns. Further, in [48], the negative effect of perceived justice related to the refusal to provide information is presented as a separate construct, independent of information privacy concerns. Users’ cost-benefit considerations bring out the following factors with a positive effect on willingness to disclose data: offering customers benefits in return for releasing personal information (in addition, it has to be ensured that customers are aware of these benefits) [48], justifying costs as time consumption [43], and demonstrating the value of personalization [5], [34].
In addition to privacy concerns as such, data subjects' willingness to disclose their data depends on several other factors. Willingness to disclose data can be managed by controlling some of these factors. These factors and their effects on willingness to disclose data are categorized to six aspects (informing, trust, benefits, information type, control, individual factors), as summarized in Table 2.

<table>
<thead>
<tr>
<th>Study</th>
<th>Context of the study</th>
<th>Description of data</th>
<th>Suggestions for privacy management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Culinan and Armstrong (1999)</td>
<td>Use of personal information gathered from prospective</td>
<td>Random sample of 1,000 respondents, collected in 1994 in the US</td>
<td>Informing data subjects explicitly about the observance of fair information practices</td>
</tr>
<tr>
<td></td>
<td>subscribers to interactive home information services;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>using personal information for targeted advertising based</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>on customer profiles that are compiled by the interactive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>service providers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dinev and Hart (2006)</td>
<td>E-commerce transactions</td>
<td>Sample of 369 respondents from the US</td>
<td>Seeking ways of building data subjects' confidence and minimizing their privacy risks proactively</td>
</tr>
<tr>
<td>Chellappa and Sin (2005)</td>
<td>Online personalization within the following online industry</td>
<td>Survey with 243 responses from consumers who had purchased online products or services</td>
<td>Improving the quality of personalized services; Understanding and evaluating data subjects' values concerning various types of personalization; Affecting data subjects' privacy concerns indirectly through trust building; Worth noting: data subjects may also have concerns about their anonymous and personally unidentifiable information</td>
</tr>
<tr>
<td></td>
<td>categories: personal computers, automobile, apparel,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>financial services, travel services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu et al. (2011)</td>
<td>Location-based mobile services</td>
<td>187 undergraduate students</td>
<td>A business model is described where, for example, the risk-neutral users get the services for free, and risk-averse users subsidize the controls offered to the risk-neutral users</td>
</tr>
<tr>
<td>Olivero and Lunt (2004)</td>
<td>E-commerce exchanges</td>
<td>23 semi-structured interviews (repeated e-mail exchanges), five face-to-face follow-up</td>
<td>Providing control to data subjects in order to address perceived risks and to encourage them to exchange information; Establishing instruments that allow data subjects to make informed decisions in exchanges with companies and to trade appropriate benefits</td>
</tr>
<tr>
<td></td>
<td>interviews</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Son and Kim (2008)</td>
<td>Internet users' IPPRs in the general context of online</td>
<td>Survey with 541 responses from panel members of a market research firm</td>
<td>Offering data subjects major benefits in return for releasing personal information and making sure that the data subjects are aware of the benefits; Implementing fair procedures to protect information, and disclosing these procedures; Being trustworthy and honest in dealing with information privacy</td>
</tr>
<tr>
<td></td>
<td>companies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malhotra et al. (2004)</td>
<td>Consumers' decisions to release or not to release</td>
<td>742 household respondents from two separate surveys</td>
<td>Making sure that the data subjects can easily check what type of information is collected, whether the information is correct, and how the information is used both in and outside the organization; Providing data subjects with the possibility of controlling the information in the organization's database by adding, deleting, and modifying it at will; Understanding how to increase data subjects' trust in handling personal information</td>
</tr>
<tr>
<td></td>
<td>personally identifiable data in e-commerce</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phelps et al. (2000)</td>
<td>Direct marketing; exchanging personal information for</td>
<td>556 responses from two sampling frames (known and recent catalog shoppers, randomly selected residences)</td>
<td>Providing data subjects with control over subsequent dissemination of their information; almost all data subjects desire more information control, even those who are relatively unconcerned about data collection</td>
</tr>
<tr>
<td></td>
<td>shopping benefits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jentzsch et al. (2012)</td>
<td>Consumers' decisions on disclosure or non-disclosure of</td>
<td>443 responses from students who participated in a laboratory experiment</td>
<td>Establishing privacy settings based on consumer preferences and ensuring that the data subjects are able to compare the data practices of a service provider to the ones applied by other service providers</td>
</tr>
<tr>
<td></td>
<td>personal data in an Internet purchase transaction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spekermann et al. (2001)</td>
<td>E-commerce transactions in an environment where an</td>
<td>200 observations from a laboratory experiment (95% of the participants were students)</td>
<td>Designing privacy technologies that enable data subjects to protect themselves to the extent they consider appropriate</td>
</tr>
<tr>
<td></td>
<td>anthropomorphic 3-D shopping bot involved users in a</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sales dialogue and gave product recommendations</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2: Factors affecting data subjects’ willingness to disclose data

<table>
<thead>
<tr>
<th>Factor</th>
<th>Effect on willingness to disclose data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benefits:</td>
<td></td>
</tr>
<tr>
<td>Data subjects’ valuing of a personalized service affects their decision to use personalization services [5]</td>
<td>positive</td>
</tr>
<tr>
<td>Perceived benefits that justify the costs, such as time consumption and risks of vulnerability [43]</td>
<td>positive</td>
</tr>
<tr>
<td>Offering data subjects major benefits in return for releasing personal information [48], for example, by providing personalized services [5]</td>
<td>positive</td>
</tr>
<tr>
<td>Trust:</td>
<td></td>
</tr>
<tr>
<td>Trust in a delivery channel such as the Internet [11]</td>
<td>positive</td>
</tr>
<tr>
<td>Trust in a marketer [35]</td>
<td>positive</td>
</tr>
<tr>
<td>Prior experience with data collection or utilization [8]</td>
<td>positive</td>
</tr>
<tr>
<td>Informing:</td>
<td></td>
</tr>
<tr>
<td>Data subjects’ awareness of privacy practices [35]</td>
<td>positive</td>
</tr>
<tr>
<td>Data subjects’ awareness of the use of fair information practices (due to informing data subjects) [8]</td>
<td>positive</td>
</tr>
<tr>
<td>Implementing fair procedures to protect the information, and disclosing these procedures [48]</td>
<td>positive</td>
</tr>
<tr>
<td>Control:</td>
<td></td>
</tr>
<tr>
<td>Control over personal information provided [35] [43] [44]</td>
<td>positive</td>
</tr>
<tr>
<td>Information type:</td>
<td></td>
</tr>
<tr>
<td>Sensitivity of requested information [35]</td>
<td>negative</td>
</tr>
<tr>
<td>Individual factors:</td>
<td></td>
</tr>
<tr>
<td>User type: risk-averse/risk-neutral [34]</td>
<td>negative/positive</td>
</tr>
<tr>
<td>Personal Internet interest [11]</td>
<td>negative/positive</td>
</tr>
</tbody>
</table>

The review revealed the significance of fair information practices and informing the data subjects about them [8]. Service providers should implement fair procedures to protect the information, disclose these procedures (i.e., procedural justice), and be honest in dealing with information privacy (i.e., interactional justice) [48]. Consumers should be able to easily check what type of information is collected, whether the information is correct, and how the information is used both in and outside the organization [35]. Consumers should also be able to control the information in the organization’s database by adding, deleting, and modifying it at will [35]. Correspondingly, within the driving data collection, how important the data subjects consider the ability to control their data disclosure should be investigated, for example, by switching the on-board device off or by removing the data from the driving data operator’s system.

Trust has a significant effect on willingness to provide personal information [11]. It seems that people with prior experience in activities related to data collection and usage are more willing to disclose their data compared to people with no prior experience [8]. The benefits of revealing private information are also of great importance. According to Chellappa and Sin [5], consumers’ valuing of a personalized service is independent of their privacy concerns, and positively affects their decision to use personalization services. It seems that people are willing to disclose personal information provided that the perceived benefits justify the costs, such as time consumption and the risk of vulnerability, as they learn to understand the disclosed information as a commodity of value [43]. It is recommended that customers be offered major benefits in return for releasing personal information; moreover, it should be ensured that customers are aware of them [48].

4 Empirical Study on Driving Data Related Privacy Concerns

It was shown in the previous section that several studies have proposed privacy behavior models and presented empirical results on the effects of privacy concerns on persons’ intention to use different Internet services and e-commerce solutions. Such research has demonstrated information practices, trust, benefits, and control over data are important factors in users’ willingness to disclose their private data. However, the previous literature has neither addressed personal driving data privacy behavior nor the production of open data as a result of personal data collection. Usually, earlier studies have assumed—at least implicitly—that the service users are not exactly aware of what data is collected and for what purposes, and that data collectors’ data usage is obscure or not objectively defined and known.

As our interest lies in driving data and their potential, unforeseen usage in future traffic service innovations, we have conducted empirical studies in a real driving data–based service context. Here, we present the empirical results of two driving data–based service pilot studies, where we focused on data subjects’ privacy concerns and their willingness to disclose personal driving data.

The first driving data–based service pilot reported in this paper is a driving data multiservice system (DMS) pilot. This DMS system collected data similarly to what has been suggested by the Ministry of Transport and Communications...
of Finland in its plans for kilometer-based taxation. In return for a monthly fee, the suppliers offered the customers such services as an automatic driver’s log, fleet management, vehicle routes, and driving style information. This service required the driving data operator company to collect, manage, and process customers’ driving data. The users of the service included private users, private entrepreneurs or proprietors, and company users. The second smaller pilot, which complements the results of the DMS pilot study, was based on driving data collected by a fleet of taxis in a city. Here, professional driving data was collected through on-board devices that were provided by a company acting as a data operator. The collected data, which also included other sensor data from the car in addition to the location of the vehicle, was intended for use in the production of new innovative intelligent traffic services.

4.1 Research Setting

The empirical study was conducted in four stages. At first, the DMS research was conducted in three stages utilizing a multi-method approach that comprised stakeholder interviews, user interviews, and a user survey. After this, the results were complemented by an interview of the taxi drivers whose driving data were collected through on-board devices. These four stages and the related empirical data sets are presented in Table 3.

In the first stage, 10 representatives of DMS stakeholder organizations, including public authorities and companies with experience with large systems involving personal data collection and utilization, were interviewed on their views about personal data privacy. In addition, parties that were not currently participating in the pilot system were included as interviewees. The interviews were conducted as open theme interviews, either in person or via telephone. The results from this stage were utilized in planning the DMS user interviews in the second stage.

In the second stage, 11 service users were interviewed utilizing semi-structured theme interviews via phone to discover their views on personal data privacy. These interviews were planned to take about 30 minutes, and the actual duration of the interviews varied between 13 and 47 minutes (31 minutes on average). All interviews were recorded and transcribed by the interviewers. The interview summaries were cross-checked by another interviewer to ensure consistency with the original data. In addition to the actual service users, seven non-users were interviewed. Some of these persons had considered adopting the service but decided not to take it into use, and some had quit using the service. The non-users were also interviewed via phone, except for one person, who volunteered to be interviewed face-to-face. Semi-structured interviews were planned to be 20 minutes long, and the actual duration of the interviews varied between 12 and 41 minutes (19 minutes on average). All interviews were recorded, and after the interview, data were arranged in a tabular form.

In the third stage, a user survey was designed based on the existing information privacy concern measurement instruments presented in the literature [35, 47, 50], legislation on data privacy, the results of the user interviews, and the identified possible benefits of the DMS services for the users. The survey was conducted as part of a more extensive service adoption and data privacy survey. The survey included questions on users’ willingness to disclose their personal driving data to gain various benefits, namely compensation for service costs, better service, personalized service, services provided by different parties, and advanced traffic information services for common use. In terms of the users’ data privacy concerns, the respondents were asked about whether they had had concerns in the service adoption stage about the purposes of using their data and about the parties to whom the data would be disclosed. Respondents were also asked about their personal concerns about information protection issues to assess the difference between users’ actual privacy concerns and their theoretical consideration of various privacy issues discussed in public. The survey was made available online; a request to participate in the survey was sent to the service users by e-mail, including a link to the questionnaire. The size of the DMS user group was roughly 500 people. In three weeks, 62 responses were obtained; 16 of the respondents were private users and 46 were company users. Half of the respondents used the service daily, one third used it weekly, and the rest monthly or more seldom. Of the respondents about 81 % were males and 19 % females.

In the fourth stage, carried out in the taxi data collection pilot, interviews were conducted with taxi drivers. Three taxi drivers were interviewed as a group to assess taxi drivers’ attitudes towards collection of their driving data, and for identifying their possible data privacy concerns stemming from onboard device data collection. These devices were installed in eight vehicles approximately six months before the interview.
4.2 Results of the DMS Stakeholder Interviews

The DMS stakeholder interviews were carried out in the beginning of the study, in order to understand the distinct aspects of privacy related to driving data, from the points of view of different DMS stakeholders. In these interviews, various data subjects’ privacy concerns were identified. Data subjects do not always have enough information about what personal data is collected, what purposes it is utilized for, and to what parties it is disclosed. With respect to data disclosure to third parties, the data subjects have questions concerning data protection practices and management systems, as well as form and content of the data disclosed to third parties. Considering the systems of the data controllers and processors, the stakeholders reported that data subjects appear to have concerns about who have authorized access to the data. The results from the stakeholder interviews were utilized in planning the DMS user interviews in the next stage of the study.

4.3 Results of the DMS User Interviews

In the DMS user interviews, users’ and non-users’ information privacy concerns were investigated as regards data collection and processing, data disclosure to third parties, and access to the driving data by various parties. Further, the relation of the non-users’ privacy concerns to their service adoption decision was studied, as well as users’ awareness of the file description and the service terms and conditions, and their information needs in respect of data collection and privacy protection.

In the service adoption stage, most of the interviewed users (7/11) did not have privacy concerns or only had minor concerns (e.g., one user had pondered whether somebody has access to his/her information but he/she still thought that the information was not very useful for anybody and was not worried about the issue). The users’ privacy concerns were related to, for example, data disclosure to third parties, authorized data access, and unauthorized data access. In other words, they had been thinking about who had access to their data, where the data were released, the purposes for which the data were used, and whether the authorities monitored users’ speed to impose fines.

Four out of seven non-users reported they had pondered information privacy issues when making the adoption decision. They had read critical comments in magazines about the privacy problems related to services of this kind, and had discussed the topic with their friends. Despite this, none of non-users considered information privacy concerns as critical to their adoption decision or problematic in the use of the DMS. Instead, the main reason for not adopting or quitting was a too-high price compared to the value added (such as less effort in keeping a driving diary and reporting, information that helps to improve driving habits and decrease fuel consumption, or willingness to contribute to studies of this kind where new services are being developed). Some non-users also reported that they applied alternative means of keeping a diary.

We observed that not all of the users were aware of those to whom their driving data was disclosed or for what purposes it was used. It was also found that, quite often, there seems to be lack of factual information on data privacy and personal data protection. Although this information was available, it may be presented in a way that is difficult to read for the users. The users presented several specific information needs concerning the processing of personal data, as follows: what purposes vehicle position and user driving behavior information is used for, who is following driving behavior information, how the data are stored, to whom the data are disclosed, whether the data are disclosed to other companies or public authorities, who can access the data and in what form the data is accessed (e.g., detailed data or averages). One interviewee suggested that users should be informed if there are plans to use this information for marketing purposes or when an external party has access to the information. In this way, users would be able to decide whether to continue using the service. External validations of the service were also proposed to enable informed decisions by users when adopting the service.

Some users reported that they had been thinking about value of their data and benefits gained from disclosing data to be used by third parties. One of these users stated that benefits (such as financial benefits) from data disclosure are decisive in terms of the user’s willingness to disclose his/her information, and one mentioned that he/she found it strange to think that somebody could gain financial benefit from users’ data in a system whose use is paid for by the user him/herself. The interviewees also stated that the users should themselves have the opportunity to control usage of their data.

The interviewees did not report serious distrust. Many of the users also perceived that driving data are not sensitive. If the interviewee did not report any privacy concerns and revealed that she/he trusted some company involved in the service provision, she/he was asked how this trust had arisen. Since the DMS service was marketed by a bank and insurance company, which users perceived as a trusted organization, they trusted it. Some users reported that they trusted the company installing the telematic on-board devices in the car, having had a long customer relationship with this company. This implies that trust can be transitive, that is, when there was one highly trustworthy company involved in the service provision, the interviewees were able to trust the whole network. Two out of 11 users and all non-users (7 interviewees) reported they felt this kind of a transitive trust.
In summary, the interview findings revealed that, from the users’ point of view, the following key factors significantly affect the service users’ privacy concerns related to their driving data: communication, transparency of processing and data disclosure; trust of companies in the business network providing the personal data–based services; and users’ control over their personal driving data. These empirical results in the context of driving data correspond well with the synthesis of the earlier privacy behavior model analysis presented in the previous chapter. The factors brought up in the interviews were essentially the same. The value of their own data had also been considered by the drivers, leading to thinking about receiving benefits as a compensation for disclosing personal data for purposes other than their own service provision.

**4.4 Results of the DMS User Survey**

In the DMS user survey, users’ willingness to disclose their data for gaining various benefits and their privacy concerns related to data disclosure were investigated. Users’ willingness to disclose their data for benefits was discovered in the survey through a multiple choice question with the following benefits: compensation for service costs, better service, personalized service, services provided by different parties, and advanced traffic information services for common use. The results of this survey item are presented in Table 4. In addition to the willingness to disclose data for specified benefits, the acceptance of data disclosure was calculated from the responses, indicating willingness to disclose driving data to gain at least one of the listed benefits.

<table>
<thead>
<tr>
<th>Benefit</th>
<th>Respondents (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance of data disclosure for at least one benefit</td>
<td>69.4</td>
</tr>
<tr>
<td>Compensation for service costs</td>
<td>46.8</td>
</tr>
<tr>
<td>Advanced traffic information services for common use</td>
<td>35.5</td>
</tr>
<tr>
<td>Better service</td>
<td>27.4</td>
</tr>
<tr>
<td>Services provided by different parties</td>
<td>22.6</td>
</tr>
<tr>
<td>Personalized service</td>
<td>19.4</td>
</tr>
</tbody>
</table>

The results of the survey showed that nearly 70% of the respondents would accept data disclosure to gain some benefits, whereas about 30% of the respondents would not be willing to disclose their data for benefits at all. Private users seemed to be remarkably more willing to disclose their data (93.8%) compared to company users (60.9%). When disclosing their personal data to gain benefits, the users seemed to be most willing to disclose their data for compensation for service costs and to obtain advanced traffic information services for common use. A substantial difference between the user groups was observed for the benefits *Compensation for service costs* (private users 81.3%, company users 34.8%) and *Advanced traffic information services for common use* (private users 75.0%, company users 21.7%).

Users’ data privacy concerns were assessed using two 5-point scales (from *Not at all concerned* to *Very much concerned*). In the questionnaire, the users were asked to evaluate how concerned they had been, in the service adoption stage, about what purposes their data would be used for, and to whom the data would be disclosed. The levels of these data privacy concerns are presented in Table 5. Moreover, Table 6 presents some descriptive statistics calculated from the responses.

<table>
<thead>
<tr>
<th>Level of concern</th>
<th>What purposes the data are used for (%)</th>
<th>To whom the data are disclosed (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not at all (1)</td>
<td>12.9</td>
<td>8.1</td>
</tr>
<tr>
<td>Very little (2)</td>
<td>11.3</td>
<td>11.3</td>
</tr>
<tr>
<td>Little (3)</td>
<td>35.5</td>
<td>27.4</td>
</tr>
<tr>
<td>Much (4)</td>
<td>19.4</td>
<td>22.6</td>
</tr>
<tr>
<td>Very much (5)</td>
<td>19.4</td>
<td>27.4</td>
</tr>
<tr>
<td>No response</td>
<td>1.5</td>
<td>3.2</td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Of the respondents, 19.4% reported that they had much concern and 19.4% reported that they had very much concerns about what purposes the data would be used for (one respondent did not give a response to this item). Moreover, 22.6% reported that they had much concern and 27.4% reported that they had very much concern about those to whom their data would be disclosed (two respondents did not give responses to this item). For the statement *What purposes the data are used for*, the distribution of the responses had no strong tendencies, except for the category little, which represented 35.5% of the responses.
Based on the statistics, it can be observed that for the responses to the statement To whom the data are disclosed, there is a difference of 0.5 between the mean and median. In addition, there is a double mode of 3 and 5. This indicates that the distribution is negatively skewed and the respondents tended to be more concerned with privacy.

We aimed to distinguish users’ actual data privacy concerns from just pondering about privacy matters discussed in public. Therefore, respondents were also asked about their personal concerns about information protection issues through the statement Did you personally find data protection issues problematic? Levels of users’ actual privacy concerns are presented in Table 7.

Table 6: Statistics for responses to the privacy concern statements

<table>
<thead>
<tr>
<th>Survey statement</th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>What purposes the data are used for</td>
<td>3.21</td>
<td>3</td>
<td>3</td>
<td>1.266</td>
</tr>
<tr>
<td>To whom the data are disclosed</td>
<td>3.52</td>
<td>4</td>
<td>3 and 5</td>
<td>1.255</td>
</tr>
</tbody>
</table>

In contrast to the results presented above, it seems that users may be pondering various information privacy issues but are still not necessarily personally worried about their information privacy. For example, users may have been following the privacy protection discussion in public, but are not greatly concerned about how their actual data are managed. Of the respondents, 24.2% reported that they considered data privacy issues not at all problematic and 24.2% reported very little concern about data privacy issues being problematic (two respondents did not complete this item). Consequently, nearly 50% of the respondents reported no personal privacy concerns or that they had very little concern.

On the whole, the empirical results from this study showed that users’ privacy concerns do not necessarily hinder the adoption of personal–intensive services or personal data disclosure. If the provided services are valuable to them, or some benefits are offered, it seems that most users have some willingness to disclose their data.

4.5 Interview with the Drivers of the Taxi Pilot

In the interview with the taxi drivers participating in the driving data collection pilot, drivers’ attitudes towards data collection were investigated. This interview aimed to identify drivers’ possible data privacy concerns stemming from onboard device data collection. It also aimed to discover drivers’ awareness of data collection and data privacy protection as well as their related information needs.

The interviewees did not perceive any problems with driving data collection, provided that no extra costs or effort would be required on their part. The interviewees stated that they had positive attitudes toward data collection and its utilization for research purposes. However, they did not find the devices or the data collected by them particularly useful or interesting, as the same type of information is available directly from their vehicles.

The interviewees did not report any data privacy concerns and they stated that they had not been pondering privacy matters during the use of the device. According to the interviewees’ perception, the data were processed appropriately and not disclosed unless permitted by the data subjects. In general, the interviewees did not see the collection of driving data as problematic because location data are already collected extensively (e.g., by mobile phones). Moreover, the interviewees had not observed any reluctance to participate in the data collection among their colleagues. One of the interviewees suggested that taxi drivers are quite willing to participate in activities that aim to improve traffic conditions. The interviewees also mentioned their personal long-term experience with data collection within the taxi system as an antecedent to their trust in appropriate data processing. However, they noted that if the data collection were carried out by any parties unfamiliar to the drivers, their trust could decrease. The interviewees stated that an adequate data privacy level can be reached by anonymizing the data.

Despite the low data privacy concerns, the interviewees thought that it would be reasonable to discuss data protection matters with the taxi drivers when they started to use the data collection devices. Through such a measure,
drivers would be provided with information on how privacy protection had been taken into account and managed in the data collection. According to the interviewees, it is essential to inform the drivers of the identity of the data controller and the data types that the controller can access. In addition, the accuracy of the data and its anonymization should be highlighted. The interviewees also stated that trust can be diffused in an organization if a person who is already familiar with the data collection activities encourages the rest of the personnel, for example, to start using data collection devices. In addition, the information should be presented orally in a popularized form, easy to understand, so that it is explicitly stated that a single driver is not distinguishable and that irrelevant parties do not have access to the data.

4.6 Summary of the Findings

As a summary of our empirical studies on personal driving data of the multiservice system DMS, we can conclude the following. Most data subjects had privacy concerns. The privacy concerns are most often related to disclosing driving data to third parties, then to stakeholders with authorized data access, and least often to unauthorized data access. To illustrate the point, data subjects are especially doubtful about potential disclosure of speed data to the police, or location-based data for marketing purposes. However, even though data subjects may ponder various privacy issues (e.g. after following the privacy protection discussion in public) they may not worry about their personal information privacy at all.

Against this backdrop, an important finding is, especially in terms of designing new services, that the large majority of data subjects (69% in the DMS survey) are willing to disclose their driving data for benefits. Especially among private users, willingness to disclose data for gaining benefits seems to be high. It also seems that some users are thinking about value of their data, and in return to data disclosure, they expect to receive some benefits. This observation is supported both by the previous research [43] and the results of the DMS user interviews. The benefits can be self-serving, such as economic benefits or better personal services, or altruistic, for contributing to better services for all. Furthermore, the DMS user interview results showed that, instead of privacy concerns, low added value of the service perceived by a user compared to its price was the main reason for not adopting or quitting the service. This may imply that the net value of the service takes precedence over users’ privacy concerns.

The results of the DMS user interviews also revealed a trust factor. The data subjects exhibited different levels of trust for different organizations. For example, a bank and insurance company as a part of the ecosystem is considered highly trusted organization. Some users had had a long customer relationship with the company installing the telematic on-board device, and hence they trusted this party in the ecosystem. Furthermore, the transitivity of trust was also observed. If the data subject trusted, for example, one organization in the ecosystem, or even one person in the service delivery chain, he/she would trust the whole system. Thus, the reputation and experienced trustworthiness of the driving data operator’s and the whole associated ecosystem’s organization is important. Similar to the existence of data privacy concerns, personal long-term experiences of data collection within certain contexts may be an antecedent to trust in appropriate data processing.

Our study confirms also the earlier findings in the literature on the importance of informing the data subjects about privacy issues. Especially the interviewed users wanted more information on the identity of the controller of the private data, purposes of the data usage, how the data are stored, whether the data are disclosed to third parties, in what form the data are accessed, accuracy of the accessed data, and how privacy protection has been preserved in data collection. According to the present – and most likely to the future – legislation on private data, this information is needed to properly inform users for adopting new open data services and for informed consent to use their information. Our conclusion is that in the DMS context Privacy by Design, or a similar approach, is a crucial antecedent to opening the data for alternative uses. Below we shall elaborate this claim further.

5 Application of the Results

The empirical results on data subjects’ privacy behavior reported in this paper are building on the prior research, but primarily descriptive in nature. This is because we had access to our data in multiple stages during the development of a driving data multiservice system (DMS). This way, we also had an opportunity to look beyond the most common privacy calculus models, and we are in a position of reflecting upon the design and launch of similar new personal data collection initiatives for producing open data for service innovation.

To be able to collect personal driving data from a target group of drivers in a legitimate way, the data operator needs to have an agreement on data collection with the data subjects. Following the data protection laws and guidelines, this is accomplished through informed consent. Preparing adequate informed consent that guarantees maximum agreement from the data subjects means that the data operator must study the conditions affecting the data collection in the target group. The data subjects’ point of view is vital here, as data collection depends on their subjective voluntary agreement. With this user-centric view, the data operator can understand the benefits of the planned service for the data subjects and the perceived personal data disclosure costs concerning felt privacy risk that affect the decision to give the consent before the actual consent is requested from individual drivers. In particular, data subjects’ privacy concerns that may negatively affect the decision to give the consent, can be addressed in preparing the informed consent, thereby increasing the likelihood of a positive decision to allow data collection. In the
following, our results and their future application opportunities are briefly discussed from this user-centric perspective on driving data collection.

As data subjects often expect to receive benefits as a compensation for disclosing their personal data, how they value various benefits should be identified. Based on our empirical studies, we have found that, in addition to self-serving, egoistic benefits, many of the drivers see value in altruistic benefits of the service. They are willing to disclose their personal driving data for the common good. This is a significant finding in relation to the disclosure of data for open traffic data, which are meant to be used for the common good. This is an aspect that is also evident in many present-day car navigation services, where tracking of location is requested based on users who are willing to improve traffic fluency. To properly identify the benefits of the planned service for the data subjects, the data operator should pay attention to both of these types of benefits.

Privacy risks perceived by a user may exist even if data subjects’ privacy is not compromised and despite valid data protection regulation, fair information practices, and PbD guidelines for designing the data collection and management system being followed by the driving data operator. According to the results of the empirical part of this study, privacy concerns about data disclosure to third parties are the most relevant for discussion in the context of driving data-based open traffic data services (i.e. originally unforeseen, potential uses of private data). When evaluating data subjects’ privacy concerns, it also has to be borne in mind that they may be pondering information privacy issues, for example, after following public discussions of privacy protection, but are not necessarily personally worried about their information privacy. As demonstrated in the empirical part of this study, to be able to deal with the difference between data subjects’ actual privacy concerns and theoretical considerations of various privacy issues, their personal concerns about information protection issues have to be investigated. In order to evaluate data subjects’ privacy risk perceptions, their privacy concerns can be measured utilizing the existing information privacy concern measurement instruments [35], [47], [50] and the results of the empirical research that was conducted in this study.

In addition to the context-related perceived privacy risks, there are individual factors affecting data subjects’ willingness to disclose data. For example, our empirical results show that a user’s prior experience with driving data collection seems to have an effect on willingness to disclose data, and such past experience may also mitigate perceived privacy risks. Similar to prior experience, as was observed when interviewing taxi drivers, it can be concluded that personal altruistic interest in developing traffic conditions could positively affect willingness to disclose driving data. One individual factor not yet extensively included in the previous research models is user type or user personality traits, beyond risk aversion. For example, Korzaan and Boswell [30] discussed the Big Five personality traits in their study on how personality traits and information privacy concerns influence behavioral intentions. Similarly, Junglas et al. [28] investigated the effect of the personality traits on privacy concerns in the context of location-based services. There are validated scales for measuring personality traits, such as the 10-item seven-point scale in [23], which was also used in [28].

Our results revealed the crucial role of communicating well with the data subjects about data collection and processing when they are considering whether to disclose personal data. Since data subjects may not have enough factual information on data privacy and personal data protection, their awareness of the driving data recipients and purposes of the data collection has to be identified. In addition, data subjects’ potential information needs should be specified. In particular, it is important to provide the following information: identity of the controller, purposes of the data usage, how the data are stored, whether the data are disclosed to third parties, in what form the data are accessed, accuracy of the accessed data, and how privacy protection has been managed in data collection. Finally, it should be considered whether data subjects need to be provided with additional information on data collection due to their low level of experience with driving data collection or low interest in participating in data collection, or whether certain personality types should specifically be taken into account when informing the data subjects.

It is also of high importance to investigate potential trust issues related to driving data collection because of the role of such issues in the formation, occurrence, and mitigation of privacy concerns, as well as their effect on willingness to disclose data. For example, Jarvenpaa and Tractinsky [25] used a seven-item, 7-point scale to measure consumers’ trust in an Internet store. Scales of this kind could be used to evaluate data subjects’ trust in driving data operators, as well as separate organizations belonging to the ecosystem.

6 Conclusions

The objective of this paper was to study privacy issues in the context of service building for users’ personal driving data in the production of open traffic data. The main findings of our empirical study on personal driving data of the multiservice system DMS were as follows:

1. Many users are concerned about privacy issues.
2. They are worried about potential data disclosure to third parties and the use of the data for purposes beyond the original ones, and both authorized and unauthorized data access.
3. Despite these characteristics, users are willing to disclose their driving data for benefits.

4. The reasons for voluntary data disclosure can be of a selfish nature, like economic compensation and improved personalized service, or altruistic, like contributing to the development of services for all.

5. Users’ awareness of the driving data collection and processing may not be sufficient from their point of view. Users’ information needs should be identified and fulfilled.

6. The good reputation and trustworthy image of the service provider will mitigate privacy concerns.

7. Trust can be transitive: If a data subject trusts some organizations in the service provider’s ecosystem, or even a specific person in the service delivery chain, he/she seems able to trust the whole ecosystem. This is an interesting finding for creation of new, innovative services requiring collaboration between several organizations, and would be worth investigating in more depth.

We recommend that service providers pay attention to maintaining trust by carefully informing the users about parties to whom their private data will be disclosed and for what purposes they will be utilized. This can reassure the users of the safety of adopting and continuing to use the services, and even positively affect their willingness to disclose their data. Together with possible external validation of the service, this information will enable informed decisions by users when they adopt the services.

Building on the findings above, it is necessary and possible to construct privacy-friendly data policies even for services requiring highly sensitive private data, such as tracking of a person’s whereabouts and driving speed. It should be noted that personal data collection for other than the legitimate purposes of the public authorities or related to business is only allowed for specified reasons with data subject’s informed consent. Personal driving data collection to produce and release open traffic data is clearly an activity that requires consent from the data subjects. It also implies the importance of the PbD [2] (or a similar method) in opening data for purposes beyond the original ones, because it covers not only information technology issues, but also business accountability and complex infrastructure relations in design. By taking advantage of the PbD guidelines, personal driving data can be collected, managed and processed in a transparent manner without compromising data subjects’ privacy. There are many practices and methods available, such as privacy assessment frameworks [4] and PETs [27]

If there exists a driving data operator that follows valid data protection regulations, respects fair information practices, and designs the data collection and management system according to the PbD guidelines, personal driving data can be collected and open traffic data can be produced. We think that the critical barrier of being able to collect any personal driving data is that an informed consent is needed from the data subject. We suggest that by examining the data privacy aspects studied in this research, service providers can assess the view of their target group on critical issues related to data disclosure such as expected benefits (personal or altruistic), trust in the service provider network, and data subjects’ information needs.

Considering the validity and generalizability of our present empirical findings, a couple of points should be noted. Despite our attempts to build our empirical studies on the previous research, and after having followed the evolution of a DMS empirically, the findings are based on a relatively small number of interviews (18) and survey responses (62). We therefore welcome further studies challenging these findings. There are still many ways in which we can further our understanding of designing service innovations on the basis of personal data–based open data. Both conceptual and comparative research is needed to provide more insight into alternative privacy-friendly business models. Of equal importance in research is to gather more empirical data on the challenges of and potential resolutions for privacy issues in real-life services.
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